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ALEXEY RUDENKO

INTERSECTION LOCAL TIMES IN L, FOR MARKOV PROCESSES

‘We provide sufficient conditions for the existence of intersection and self-intersection
local times with additional weight in the space of square integrable random variables
for Markov processes under specific local upper bounds for their transition density.
We determine when this condition is satisfied for standard Brownian motion, sym-
metric stable processes and Brownian motions on Carnot group.

1. INTRODUCTION

The goal of this paper is to study the existence of functionals similar to intersection
and self-intersection local times as elements of Lo, the space of square integrable random
variables, for a special class of Markov processes. The functionals that we want to study
are meant to describe intersections and self-intersections of a process. It is well-known
that for 2-dimensional Brownian motion the existence of self-intersection local times as
limits in Lo is only possible after renormalization [5, 11]. The renormalization makes it
possible to associate a functional with self-intersections, and therefore to have a random
variable that describes the self-intersection properties of the trajectory of the process (see
also [9] for an application of renormalized self-intersection local times). In this paper we
propose a different approach for defining such functionals, by introducing an additional
“weight”, a function that assigns a value for each selection of points on the trajectory
(see (1) for exact definition). For example in the case of self-intersections we can avoid
blow-up in the limit by assigning sufficiently small weight to two points on trajectory,
which are close to each other on time scale (see Remark 7 for more detailed explanation).

However our main motivation for this investigation lies in the ability to generalize
our results to a class of processes, which we call Brownian motions on Carnot group.
The name is an analogy of Brownian motions on Lie group, introduced by Ito [7], since
Carnot group is a stratified Lie group, with R? as a base space and a specific choice of
coordinate system (see [2]). Since R? with usual addition is also a Carnot group the case
of standard Brownian motion is included. There are many properties of such processes,
that distinguish them from standard Brownian motion, but for our context (studying the
second moment of its functionals) it is important that its transition density behaviour
can be described by a natural distance on Carnot group (see [2] or [13] for details).
The local behaviour of such distance differs from the behaviour of Euclidean distance
(in any Carnot group with non-trivial addition they are not locally equivalent), and
it is also different in different points. We choose our assumptions to describe the local
behavior of transition density, using specific upper bounds of the transition density inside
a compact, such that in the case of Brownian motion on Carnot group they follow from
the well-known upper bounds with the corresponding distance. Under such assumptions
we study the existence of self-intersection and intersection local times with weight. Since
our assumptions involve only transition density it is irrelevant that the process behind is
a Brownian motion on Carnot group, and we may consider a class of Markov processes.
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To our knowledge there are no known results about intersection or self-intersection
local times for Brownian motion on Carnot group (but as it was already mentioned the
partial case of standard Brownian motion is well-studied), except [12]. However in two
papers by M. Chaleyat-Maurel and J.-F. Le Gall [4, 3] the existence of intersections and
self-intersections (among other things) were studied for a class of processes generalizing
Brownian motion on Heisenberg group. The conditions used in [4] are very similar to the
assumptions of Theorem 13, and the conclusion is also similar, leading to the existence
of intersections. In our case the existence of the intersections or self-intersections follows
from the existence of non-zero intersection or self-intersection local time, as it happens
in our Theorems 3 and 12, since without intersections our approximations (1) always
become zero for small . It is worth emphasizing that the application of our results
to the case of Brownian motion on Carnot group becomes possible only because of the
estimates for transition densities proven in [13].

The paper is structured as follows: the main part is divided into two sections, first
devoted for self-intersection local times and second to intersection local times of indepen-
dent processes. Even though the general definitions of the first of these section formally
include the objects considered in the second, the approach we use for the case of indepen-
dent processes is different, and so this case demands separate treatment. To simplify the
exposition we reuse some of the notation from one section to denote the different objects
in the other, hopefully to the benefit of the reader. The structure of both sections is
similar: we present a general result about local time existence in terms of the finiteness
of some integral with transition density, then key technical result, which allows us to
use geometrical arguments to study finiteness of the integrals with transition density,
then prove the existence results for self-intersection local time (in one section) and for
intersection local time of independent processes (in other section) based on the geomet-
rical properties of the process, and finally provide applications for particular well-known
classes of processes, such as elliptic diffusions, Brownian motions on Carnot group and
symmetric stable processes.

2. SELF-INTERSECTION LOCAL TIMES

2.1. n-fold local time on the surface. Suppose that X (¢) is a Markov process on R¢
and there is a non-negative function p(¢,z,y) continuous for ¢ > 0, which is a density of
the distribution of X (t) w.r.t. y, given that X (0) = 2. Let m and n be a positive integers,
F :R™ — R™ be an infinitely differentiable function, 7 : R™® — R be a non-negative
bounded continuous function. We define approximations of local time as follows

(1) 76(77[]7 F7 A) = /¢(X(t1)7 R X(tn))fm,s(F(X(t1)7 cee 7X(tn)))dt1 v dtn
A

where A C [0,1]™ is a Borel set and f,, - is an approximation of §-measure at 0 € R™ in
a sense of weak convergence of measures, which we define as follows:

_—dy U
fm,e(u) =& ¢m(€)

where ¢,, is any non-negative function on R™, which has compact support and satisfies

J bm(u)du = 1.

R7YL

We denote H = {z = (21,...,2,) € R™|F(zy,...,2,) = 0} and assume that the
matrix of derivatives F’ of F' at z has maximal rank for all 2 € H. Here and below we
use the derivatives sign to denote matrices of derivatives of the functions between subsets
of Euclidean spaces with the additional convention that a column index is the index of
direction of derivation, i.e. it indicates the coordinate in the original set (in particular
F' is m x nd matrix). In the following we will use a fixed coordinate system in R? where
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it is needed, in particular to define matrices of derivatives. The choice of such system

does not matter, since both statements and proofs of our results do not depend on such

choice. We also fix an open bounded set M C R™ and always assume that suppt C M.
Later we will consider self-intersections by taking

F(zy,...,m0) = (f(21) = f(z2), -, f(@n—1) = f(20)),

where n > 2, f : R? — R* for some fixed k < d, but Theorem 1 below does not use this
assumption.

The following construction is standard (its different variants can be found in litera-
ture), but the idea behind it is an important part of our approach to existence of local
times, so we describe it in details.

Proposition 1. There exists a unique family of finite measures v(u,dy) on Borel sets of
R, such that for all non-negative bounded continuous functions f on R™ with support
in some neighbourhood N of zero and g on R™ with support inside M :

[ s dy—/f/ Vo (u, dy)dus

Rnd Rnd
and additionally v(u,-) =0 for u ¢ N and the support v(u,-) is in M for all u € N.

Proof. For any z € H there is an open neighbourhood U, C M of z in R, and an open
neighbourhood V, of 0 in R™, such that there is an infinitely differentiable function
0. : V., = U,, which is an isomorphism between V, and U, satisfying 0,(0) = 2 and
0.(y) € H if and only if y1 = y2 = ... = ¥, = 0. Indeed if we define 0, as F for first m
coordinates and as a linear function for the rest, such that (6 ') is non-degenerate at z (it
is always possible since F’ has maximal rank), then 6, also exist in some neighbourhood
of zero by the theorem of inverse function, and satisfies the conditions.

Using 6, as a change of variables we obtain for all non-negative bounded continuous
functions f on R™ with support in some neighbourhood N of zero (N is chosen such
that F(y) € N if y € U.) and g on R™® with support inside U.:

/ o) F(F(y))dy = / 9(0.(a)) F(as, .., am)| det 0, (a)|da

Rnd Rnd
Denote v, (u,da) = |det 0., (a)|dy, (day) ... 0y, (dam)dami1 - . . dayq then we have

[ swir dyf/f / 0. ()= (u, da)du

Rnd

For each u € N there exists a unique measure v(u, -) which restriction to U, coincides with
;7 ov,(u, ) (v(u, A) = v, (u,0;1(A)) for all measurable A C U,). The existence follows

since for each g with support in M we can write [ g(y)v(u,dy) as sum of the integrals
Rnd
over finite number of U, by representing g as sum of g, with supports in U, and it is easy

to check that the result does not depend on the particular choice of such decomposition.
On the other hand the restriction of such measure on M is determined uniquely, so v is
also unique. But such v also satisfies the integral condition, by construction (it follows
from the definition of v and v.), so the Proposition is proved. O

Some of the additional statements that was shown in the proof will be useful later so
we gather them as a separate result.

Corollary 1. For any z € H N M there is an open neighbourhood U, C M of z in R™?,
and an open neighbourhood V. of 0 in R™, such that there is an infinitely differentiable
function 8, : V, — U,, which is an isomorphism between V, and U, satisfying 0,(0) = z
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and 0.(y) € H if and only if y1 = y2 = ... = Ym = 0. For all g on R™ with support
inside U, and u in some neighbourhood of zero in R™ we have:

[ swwindn) = [ @6ty Ao dans
Rnd Rnd
Define
a(@,21,...,21,B) = /1t1<...<tlp(t17x>zl)p(t2*tl>zla22) cep( =tz 2)dt L dYy
B
for any Borel set B C [0,1]'. This integral can be infinite, and in this case we write
Ql(l‘,Zl,...,Zl,B) = +o00.

Theorem 1. Fiz X(0) = 2 € R? and non-negative bounded continuous function 1 on
R™ with supptp C M. If for all o € Sa, we have

@2n (T Yo (1)s - -+ Yo(2n)s Ao)) < +00
for almost all y € M? w.r.t. Lebesque measure, where
Ac ={t: (to1)s- > tomn)) € A (to(ns1)s - - s to(an)) € A},
and there is a function hy(x,y), which satisfies the equality
ho(z,y) = V(W15 Yn)VYnt1s -5 Y20)@n (T, Yo (1)) - - - > Yo (2n) Ao)

for almost ally € M? w.r.t. Lebesque measure such that h,(x,y) is continuous for almost
ally € M? w.r.t. v(0,dy; ...dy,)v(0,dy,y1 ... dys,) and there are such positive numbers
6 and (B that

(2) sup Z (ho(z,y)) Pr(u,dys ... dyn)v(v, dypyy ... dyan) < +00

|u]<8,|v[<d 0€San 1y

then there is a limit of v-(¢, F, A) in Lo. Additionally the Lo norm of the limit is equal
to

> holz,y)v(0,dys . .. dyn)v(0, dyns - . dyan)

0€S2nM2

and if ho(x,y) > 0 for all y in a neighbourhood of some z € (HNM)?, then the Ly norm
of the limit is not zero.

Proof. First we find (the expectation is conditional on X (0) = x)
Eve, (Y, F, A)ve, (¥, FL A) =
= E/@/} (t1), X)) frme, (F(X(t1),..., X (tn)))dt1 ... dty

/¢(X(tn+1)a SR X(t2n))fm,61 (F(X(tn+1)7 ce 7X(t2n)))dtn+1 S dt2n =

> /1ta(1)<m<td(2n>Ez/J(X(tl),...,X(tn))fm’el(F(X(tl),...,X(tn)))

TES2m A% A
¢(X(tn+1)’ ce 7X(t2n))fm7a1 (F(X(tn+1)a v aX(t2n)))dt =

= Z /1t1<...<t2n /p(tlaxaya(l))p(t2_t17yo(l)ayU(Z))"'p(t2n_t2n71aya(2nfl)7ya(2n))
0652"Ag R2nd

d)(ylv cee 7yn)¢(yn+17 cee 7y2n)
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fm,E1 (F(yh et 7yn))fm,62 (F(yn+17 e 7y2n))dydt =

= Z / ho (2, Y) frer (W) frnes (V) (U, dyr - . . dyn )v(V, dyn1 - - - dyon)dudv
TES2npm Rm Rand

Here changing of the order of integration is always valid since we are integrating non-
negative functions and taking 1 outside of the integral w.r.t ¢ gives us exactly h,. In
order to check the convergence of this expression as (e1,€2) — 0+ it is enough to show
that all functions

/ ha(x7 y)u(u, dyl ) dyn)y(va dyn+1 ) dyZn)

R2nd

are continuous by (u,v) in some neighbourhood of zero.

We can represent the integral as the sum of finite number of integrals over K, x K,
where K,, C U,, and U, are open neighbourhoods of z € H, such that on each of such
sets we can define differentiable one-to-one maps 6, : V, — U, and 6! transforming
v(u,-) on U, into the measure (see Proposition 1)

v.(u,da) = | det 0,(a)|0y, (day) ... 0u,, (damy)dam1 - . . dang.

Then each such integral has form

he(,02,(a), 02, (b))| det 07 (a)|| det 0 (b)]
Kzz' X Kz].

S, (dar) ... 00 (dam)dams1 . .. danady, (db1) .. .5y, (dby)dbysr - . . dbpa

To show the convergence of such integral it is enough to verify that the function under
integral is continuous w.r.t. u, v a.s., which immediately follows from continuity assump-
tion on h,, and to check the following condition (then the convergence follows by uniform
integrability) :

sup / (ho(,02,(a),0-,(b))| det 0., (a)|| det 6 (b)) *7
\u|<§,|v\<6K Sk ’

Zi

Ouy (day) ... 0u,, (dam)damy1 - . . dangdy, (db1) ... 8y, (dby)dbpmy1 - . . dbpg < +00

« Ovp

But if we rewrite this again as an integral with v we obtain that it holds under our
integrability condition (since all #, are bounded).
We note that we also proved that the Lo-norm of the limit is

3 / o (2, ) (0, dy - . diyga )0 (0, g - . dion).

TESanpand

Using again that in some neighbourhood of such z each v is a Lebesgue measure on a
linear manifold after a change of variable, we obtain that this integral is not zero, if
ho(x,y) > 0 in a neighbourhood of z € (H N M)?, and so the Theorem is proved. a

2.2. Density estimates and finiteness of integrals. We make some additional as-
sumptions on p, with the aim to provide a way of checking the conditions of the Theo-
rem 1. Let M; be a bounded open set such that M C M.
(1) Suppose that p(t,z,y) is continuous at (0,z,y) for all z # y.
(2) Let a differentiable function S : R?¢ — R be such that S(x,z) = 0 for all x,
S(z,y) # 0 for  # y and the derivatives of S(x,y) w.rt. = and w.r.t. y are
non-degenerate (as two separate d X d matrices) for all z, y. We suppose that
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there are positive numbers p; > 0,i=1,...,d, Q > 2 and C; > 0, such that for
all z € My, y € My with x # y:
1

g [ ottt < ot
0
where p(x,y) = max |S; (2, )|'/Pi also satisfies pseudo-triangle inequality: there
is C' > 0 such that for all z € My, y € My:
p(a,y) < Clp(e,a) + pla, y))

Remark 1. Note that we may have the same estimate in the second condition with
different @) and p;, more specifically the condition stays the same with 2+¢(Q —2) instead
of @, and cp; instead of p; (pseudo-triangle inequality is also true for any positive power

of p). Our setup comes from Carnot groups where @) is the homogeneous dimension of
d

the group and p; is a homogeneous dimension of coordinate i, and so we have Q = Y p;.
i=1
There is no need to make that additional assumption for the general case.

The continuity assumption is motivated by the following proposition.

Proposition 2. If p(t,z,y) is continuous at (0,z,y) for all x # y and also at (t,z,y)
for allt > 0, z, y, then for all positive integers I, xo € R™ and Borel sets B C [0,1]!
the function q(zo,y1,--.,y1, B) is continuous at any y = (y1,...,y) € R, satisfying
Yiv1 Zy; fori=1,....1—1 and y; # xg.

Proof. The statement follows from Lebesgue bounded convergence theorem and the es-
timate

sup Ly <..<t,p(t1, o, 21)p(t2 — t1, 21, 22) - ...
r—x0|<d, |2 —yi| <6
ooty —ti—1, z1-1,21) < sup p(t,x, z1)
t€(0,1),|lz—x0|<d,|y1 —z1|<d
sup p(t,z1,22) ... sup p(t, z1-1, 21)
te(0,1),|y1 —21|<6,|ly2—22|<d te(0,1),|y1—1—2z1—1]<d,|y1 —=z1| <6

O

The following Theorem is the main technical result, which shows the integrability
of powers of p w.r.t. v under some geometrical condition on the structure of p and v
(allowing us to check the condition (2) under our assumptions). Denote

Ra,m(yla v 7y2n) = (S(.’E, yo’(l))v S(ya(l), ya(?))? cey S(ya(Qn—l)v y0(2n)))'
and let T'(z) be any 2nd x (2nd — 2m) matrix composed of the vectors, forming a basis
of the tangent space at z of H x H, written in columns (the nature of the dependence
on z is irrelevant as it is only used for a fixed z). We also denote as N(D) the set of all
such multiindices I = (i1,...,14), ¢1 < ... < iq that the rows i1,...,4, of matrix D are
linearly independent.

Theorem 2. Fiz 0 € Sopn, 2 = (21,22,...,2m) € (HNM)? (z; € R?) and real numbers
ki,... kon. If for all \y > 0,..., Xap, = 0 not all zero, but with \j = 0 if zo(j_1) # Zo(j)
forj=2,....2n, \1 =0 ifx # z5q) and \; =0 if k; > 0 for j =1,...,2n (if all X are
forced to be zero the condition is trivially fulfilled), there exists I = (i1, ..., i2(nd—m)) €
N(R,, .(2)T(2)), such that

2n
(4) Z )\]( Z (pis modd) + k]) >0

Jj=1 s:lis/d]=]
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then there is an open neighbourhood U, of z, 6 > 0 and 8 > 0 such that

(5) sup /(p(l’, yo(l))klp(ya(l)a ya(2))k2 s
Ju|<é,|v|<d

e PWo(2n—1)s Yo 2n) 2 ) TPu(u, dyr . .. dyn )V (v, Ay - . . dyan) < +00

Before we prove this theorem we need two lemmas. The first one describes the finitness
of the integral from the minimum of the set of power functions in several variables in
terms of values of the powers (it explains the origin of the form of the condition in the
Theorem 2).

Lemma 1. Let b;;,i=1,...,p,j =1,...,q be a set of real numbers. Then the integral
A
[ min (LLsan
[0,1]7 =1
is finite if and only if for any non-negative real numbers A1, ..., Ap, not all zero, there

p
exists j € {1,...,q}, such that > A;(b;; +1) > 0.
i=1

Proof. After change of variables v; = —In u; we obtain
P
exp(— ma. v;(bi; +1)))dv
| et mox (3t + 1)
[0,00)7 =

Let us prove the “if” part first. Notice that under the assumption we have

p
max vi(bi; +1)) >0
s (3 vty 1)
for all v € [0, 00)P satisfying |v| = 1. But since the function on the left side is continuous
on v we also have the same inequality with some § > 0 on the right side. It means that
our integral can be bounded above with the integral

el gy
[0,00)P

which is obviously finite.

[ p
To prove the “only if” part we assume that for some Ay, ..., A, with [A| = A =1
i=1

P
we have > A;(b;;+1) <Oforall j =1,...,¢. Then, the following estimate, valid for all
i=1

v € [0,00)P and r > 0,

P p

| max (3 wi(by+ 1) — max (Y Air(bi; +1)] <

=1,... =1,...
J=4q =1 J=45q i—1

P

Z(b” + 1)2 = Cl’l) — 7“)\|

i=1

p
< max Z |vi —rXil|bij + 1] < |v—71)| max
=1,..9 J=1,..

J i— -4q

allows us to find, that for any v € [0, 00)?, satisfying for some r > 0, € > 0 the inequality
|[v —rA| < & we have

_max (Z vi(bij +1)) < Ce



INTERSECTION LOCAL TIMES IN L, FOR MARKOV PROCESSES 71

Consequently

P
eXp - man ZUL bz] + 1 / 1‘v,(v7/\))\|<5d1} = 400
[0,50)7 st [0,50)7
as the last integral is clearly infinite since the domain of integration contains infinitely
many disjoint balls from the family {v : |[v — 7A| < €}. O

The next lemma provides an upper bound that allows us to involve only the tangent
space in the condition of Theorem 2.

Lemma 2. Suppose that f : R“T* — R has continuous derivative in some neighbourhood

of 0 and A = (%fi(0))7;:1).”41;3‘:1’,”7(1 1s non-degenerate. There exist such constants
J

d >0 and C > 0, that for alle; € [0,6],i =1,...,n, we have

sup A{z € R?: |z| < &, |fi(z,u)| < &5,i=1,...,d}) < C’Hei
|ul<d .

Proof. First of all by the inverse function theorem we can choose § small enough, so
that for each |u| < ¢ there is a differentiable function g,,, which is the inverse of f(z,u)
wrt. 2 € R? on |z| < . In particular we have that f(g,(a),u) = a for all a with
|gu(a)| < 6, that A(z,u) = (%fi(x7U))i:l,“,7d;j:17___7d7 |x| < 4§, |u| < d is non-degenerate
and ¢, (f(z,u)) = A(z,u)~?! for |x| < § and |u| < 6. Then we get for all |u| < d:

Az € R : [2] < 6, |fi(m,w)| < esi=1,....d}) = / 1) <erit.adt =

|z| <o

d
= [ Netcein o detgifa)ldo < s et (7o )2 T = =
x| < s

lgu(a)|<é
= sup |det A(z,u)|” 12dH€z
|| <4 =1
After taking supremum over |u| < ¢ Lemma is proved. O

Remark 2. This lemma provides the following interesting result (which we will not use
in this paper, but it explains the idea behind the lemma).

Proposition 3. Suppose that d < n, f : R* — R™ has continuous derivative in some
neighbourhood of 0, f' has mazimal rank d at 0 and f(0) = 0. Denote

afi
o) = £/(0)z = Z G Ot

There exist such constants § > 0 and C' > 0, that for all e; € [0,0],i =1,...,n, we have
A{z x| < 0, |fi(z)| <esi=1,...,n}) K CAX{x : |gi(z)| < ei=1,...,n})
Proof. By Lemma 2 for any I = (i1,...,iq) with ¢; < ... < 44, such that A;(z) =

(Zd: ?Tif(l'))kzl,...,d;j:l,m,d is non-degenerate at x = 0, we have

=1

M{x: 2| <0, fi,(2)] < &g k=1,...,d}) <CH6ik <

Cl)\({l‘: |glk($)| < Eik,k = 1,...,d})
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It remains to show that

I:detrgilr(lo)#o)\({x oo (@) <eik=1,...,d}) SO A({z : |gi(2)| < eii=1,...,n})
But this follows from the known expressions for the volume of such sets. In particular
we have that the measure on the left hand side is equal to 2%, ...e;,|det A;(0)|71,
and the measure on the right hand side is bounded below with C; (det BTB)_I/ 2, where
B = diag(e; *;i=1,...,n)f'(0). Moreover

det BTB = Zei_f e 5;2(det Ar(0))?
I3

and we obtain the final inequality after bounding this sum with maximum of its members.
d

What we obtained is something not entirely obvious: the intersection of a surface
with arbitrary small boxes (or ellipsoids) with box center being at the surface, can not
have significantly larger surface measure then their intersection with the tangent linear
manifold at box center. It may seem that, since any C' surface is close to linear on small
scale, this should follow immediately, but arbitrary box can have arbitrary ratios of its
sizes along different coordinates, and therefore non-linearity can still be significant on
small scale. Note that the same inequality with the opposite sign is not true, for example
if we take d = 1, n = 2 and f(z) = (z,22), then the additional bound from the second
coordinate can make the intersection with boxes much smaller compared to g(z) = (z,0).

In the proof of Theorem 2 we will use the same idea of bounding the intersection of
boxes with the surface in terms of tangent linear manifold (unfortunately we can not use
the above result directly, since we need additional uniformity over some parameter and
also the ability to move the centers of the boxes). Therefore there may be cases, where
the sufficient condition in Theorem 2 is not necessary (it does not seem to be easy to
provide an example, so we will not pursue this here).

Proof of Theorem 2. In the case k; < 0 for all j we may use the formula
400
ok = —k; / 15<55kj_1d5
0
with p(Yo(j): Yo (j—1)) (O p(Ys(1),z) for j = 1) in place of § and rewrite the integral in (5)
as follows:

611c1(1+ﬂ)—1 y .512cfln(1+ﬁ)—1

[0300)271
v(u, ) x v(v, ) (U N {|Si(z, 4o (1)) < 7", ...
ey ‘Si(yg(gnfl), yg(zn))| < Eg;”i =1,... ,d})d&'l ...deoy,.

If any of k; is non-negative we may simply bound the corresponding multiplier with a
constant and obtain the same formula without any components related to ¢; for such j.
For simplicity we assume in the following that k; < 0 for all j, but the general case can
be proved similarly.

Recall that in some neighbourhood of z the measure v is the image under 6! of
Lebesgue measure with bounded density on the linear manifold. Therefore we can choose
U, so that

v(u, ) x v(v, ) (U: N {|8i(z, yo (1)) <e7’,...
B |Si(y0'(2n71)7y0'(2n))| < €gavi =1,..., d}) <
C)\({(Cl, b) : (U, CL) = 9(21,..4,,2,;)(2/17 e 7yn)7 (Ua b) = 9(Zn+1,..4,zzn)(yn+17 s 7y2n)7
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Y c U27 ‘Ra,m(y)ﬁk(jfl)d' < ‘E\?i)j = 17' .. 52n7i = 17 .. ’d})

Note that if at least one of the coordinates i+ (j —1)d,i = 1,...,d of Ry (%) is not zero

(which is equivalent to S(2,(j—1), Zs(j)) # 0), then for small €; and small u,v the value of

measure is zero. It means that the integral w.r.t ; always finite for small v, v as long as

the rest of the integral is finite and therefore may be ignored, i.e. in that case we look for

finiteness of the remaining integral for each fixed ¢; (it is enough to consider one value of

¢; since we have an increasing function of €; multiplied by power of ¢; under integral).
We may assume that 6, and T'(z) satisfy:

T(Z) = (92z1,...,zn)(9(_217.”%”)((217 s Zn)))z;‘|i:l,...,nd;j:m+1,...,nd7
Ezn+1,...,22n)(9(_21’+17___722ﬂ,)((zn+13 ) ZQn)))z;|7L:1,...,nd;j:m+l,...,nd)
i.e. if we select columns m+1, ..., nd from both 6’ and join them we obtain T'(z). Indeed

such selection is also a basis of tangent space of H x H at z, and because the choice
of T'(z) does not matter for the condition in the Theorem, we can always assume such
identity. Then the derivative of Rg,z((‘)(zi Zn)(u, a),@(ziﬂ 7777 Zzn)(v, b)) ata=b=0, is
equal to Ry, ,(2)T(z) if u = 0, v = 0 according to our definitions.

Consider all possible ways to choose linearly independent rows I = (i1, ..., %2(md—m))
in R, ,(2)T(z). For each such choice we apply Lemma 2 to the selection according to
I of the coordinates of the function ngm((‘)(;iv.’zn)(u, a), Qéiﬂw’zﬁ)(v, b)) (with a,b as
the main variables, denoted as z in Lemma 2, and u, v as parameters). Therefore for all
small u,v and fixed I we obtain the bound (after shrinking U, if necessary):

.....

A({(a’a b) : (ua a) = e(zl,...,zn)(yla e ayn>7 (U7 b) = 0(2,,L+1,4..,22,,L)(yn+17 R y2n)a
y €U, [Ro2(Y)iti—1)al < sﬁfﬁ,j =1,....2n,i=1,...,d}) <

2n
<ol T 4

J=1 s:fis/d]=j

After taking minimum in the right hand side over all possible choices of I we can apply
Lemma 1 and find the condition for the finiteness of our integral: for all A; > 0, not all
zero, there exists multiindex I, which corresponds to a set of linearly independent rows
I = (i1, do(nd—m)) in R, .(2)T(2), such that

2n

Z)‘]( Z (pismodd)+kj(1+/8))>0

=1 sifis/d]=j
For 8 = 0 this condition coincides with the condition (4), after taking into account that
some €; are fixed or absent entirely as noted above, and we may set A; = 0 for such j.
Note that if the condition above is fullfilled with 8 = 0 then it is also fullfilled with some
£ > 0. Additionally, since our bounds was uniform over u, v in some neighbourhood of
0, we also have the finiteness of the supremum of the same integral over small u, v for
some [ > 0, and Theorem is proved. [l

2.3. Self-intersection local times. For the following theorem we take, assuming n > 2,

F(.Tl, s 7xn) = (f(xl) - f(xQ)v s ?f(mnfl> - f(xn))
where f : RY — R*. for some fixed k < d, is a continuously differentiable function with
derivative of maximal rank for all x. This corresponds to self-intersections, since the set
of zeros of F is exactly {f(z1) = f(x2) = ... = f(z,)} and therefore ~.(1, F, [0, 1]™)
gives approximations of well-known n-fold self-intersection local time of f(X(t)) (for
planar Brownian motion and ¢ = 1 it converges in Ly only after certain renormalization,
see [11]). Let L(x) be any d x (d — k) matrix consisting from vectors, giving basis of
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tangent space of {u € R? : f(u) = f(x)} at x, written in columns (such basis can be
constructed for example as a basis in the orthogonal complement of the linear space of
gradients of f(x) at x). We write a derivative of S as S'(z,y) = (S1(z,y),S5(z,v)),
where S} is the matrix of derivatives of S(z,y) w.r.t. z € R? and S} is the matrix of
derivatives of S(x,y) w.r.t. y € R%. Define

my(x) = min{ Y pj|I = (i1, iar) € N(Sy(x,2)L(x))}
J¢l
Theorem 3. Let
b, yn) = [[ (i )9 2 (v)
i#]
where ¢pr is any continious non-negative bounded function with support inside M. Sup-
pose that k < d. If

d
©) () < - Q.

forally;, i=1,...,n such that (y1,...,yn) € HNM, then there is a limit of v-(¢, F, A)
in Lo for any Borel A C [0,1]". If additionally ¢pr(w) > 0 at some w € HN M and
for some o € Sa, we can find z € (H N M)? in any neighbourhood of (w,w), such that
@2n Ty Zo(1)s - - 5 Zo(2n), Ac)) > 0, and & # 2,1y, 203:) # Zo(i—1),t = 2,...,2n, then the
limit is not zero (x = X(0)). If ¥(y1,...,yn) = dm(y), then the same is true, if we
replace the inequality (6) with

d
(7) my(y) <2+ p—Q.
=1

Proof. We can define h,(z,y) from Theorem 1 exactly by the equality in Theorem 1, if
QQn<.’E, Yo(1)s -+ Yo(2n)s AU)) < 400

and zero otherwise. We will show that

M2
Then such h, satisfies the continuity condition of Theorem 1, since by Proposition 2
the function h,(x,-) is continuous outside the set {y|3i,5 € {1,...,2n},i # j : y; =
yit U{z =yo)}-

The measure (0, dy . . . dyy) is zero on any set {y|y; = a}, since it is easy to see, that
even {y|f(y;) = a} has zero measure. It remains to show that for k£ < d the set

{y|EIz,j € {L"'an}ai #] Y = y]}

also has zero measure w.r.t v(0,dy; ...dy,). Wefix 2 = (21,...,2,) € HNM, i # j, take
6. constructed in the proof of Proposition 1 and find a. € R? such that a. is not zero
and orthogonal to all rows of f’(z;). Then it is clear that vector h = (hq,...,h,) € R™
with hy =0, ¢ # ¢ and h; = a, is a tangent vector for H at z. On the other hand it is
not tangent for {y = (y1,...,yn) : ¥i = y;} at z. Because of this, we can see that the
image of {y = (y1,...,yn) : ¥ = y;} w.r.t 0, in a linear subspace 0, (H) of R"? has zero
Lebesgue measure inside 6,(H). But the image of v(0, dy) is absolutely continuous w.r.t.
Lebesgue measure on 6, (H) by definition, which proves our assertion.

Such definition of h, works for both choices of ). To prove the integrability condi-
tion (2) of Theorem 1 it is enough to prove the condition (5) using Theorem 2 for a fixed
z € (H N M)? and some specific choice of k;, provided by an estimate of ¢. Note that if
the limit exists it is non-zero, since by our construction there is a point z € (H N M)?
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(in a neigbourhood of (w,w)), such that h,(x,z) > 0 and hy(x,-) is continuous in a
neighbourhood of z. Therefore in the following we can fix z and o € Ss,, and focus on
proving (5) using Theorem 2. We assume that the starting point of the process X (0) = z
is also fixed (the bound we are about to derive does not depend on x).

Let us describe the structure of R, ,(2)T'(z) in our special case. The matrix R ,(2)

can be seen to have the following structure in the column basis where y1,...,¥y2, has
coordinates Yy(1), Yo(2)s - - - Yo(2n) (.. 2n sets of d columns are permuted according to
o) in terms of d x d blocks:
Sé(x7y0(1)) 0 0 0
S1(We(1): Yo2))  S2Wo1), Yor2)) - -- 0 0
Ry .(2) = o
0 0 s Sé(y0(2n72)7 ya(2n71)) 0
0 0 s S{ (ya(anl)a yo'(Qn)) Sé (ycr(2n71)7 yo(Zn))

To describe T'(z) we split rows in 2n blocks of size d, and we split columns into two
blocks of size k and 2n blocks of size d — k. Denote G(z) = f'(2)T(f(2)f'(2)T)~L.
In the first block of columns row blocks 1,2...,n are equal to G(z1),...,G(z,) corre-
spondingly. In the second block of columns row blocks n + 1,n + 2,...,2n are equal to
G(2n+41) .-, G(2z2,) correspondingly. In the column block ¢ 4+ 2, i = 1,...,2n the row
block 7 is equal to L(z;). The rest of the blocks contain only zeros. It is easy to see that all
column vectors are such that directional derivatives of (F'(z1,...,2n), F(2n41s---,22n))
along them are zero and they are linearly independent, so we have a basis in the tangent
space of H x H at z. For example the directional derivatives of f(z1) — f(22) along the
columns in the first column block can be calculated as follows:

(f(21) = f(22))., G(21) + (f(21) — f(22))L,G(22) =
= (2 (2)T(f(2) ' (20)7) 7 = f(2) f'(22) (f () f'(22)")F =0
and the linear independence of all columns follows from the linear independence of joined
columns of f/(z;)T and L(z;) (they are linearly independent since gradients are orthogonal
to tangent vectors).
We split the set of indices {1,...,2n} into five disjoint sets Ny,..., N5 according to
o: Ny = {1},

No={i=2,....2n:0() € {1,2,...,n}o(i—1)e{n+1,n+2,...,2n}},
Ny={i=2...2n:00)e{l,2,...,n},o(i—1) € {1,2,...,n}},
Ny={i=2,....2n:00@)e{n+1,n+2,....,2n},0(i—1) € {1,2,...,n}},
Ns={i=2,....2n:0(@) e{n+1,n+2,....2n}ci—1) e{n+1,n+2,...,2n}}.

Denote for i = 1,...,2n and all « € R%, b € R?
10(1)6{1,2,“.,71}55(0‘7 b)G(b)vl € Ny;
Sé(avb)G(b)a'L € No;
Ai(a,b) = ¢ S1(a,b)G(a) + S4(a,b)G(b),i € Ns;
Si(aa b)G(G,),Z € N4;
0,7 € Ns;

10’(1)6{n+1,n+2,...,2n}Sé(av b)G(b),i € Ny;
S1(a,b)G(a),i € No;
Bi(a,b) = { 0,i € Ng;
S5(a,b)G(b),i € Ny;
S1(a,b)G(a) 4+ S4(a,b)G(b),i € Ns;
C(a,b) = S5(a,b)L(b)
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D(a,b) = Si(a,b)L(a)
Then it easy to see that R, ,(2)T(z) is equal to (we changed the order of column blocks
starting from the third according to o for convenience)

A1(m, 26(1)) Bi(z, 24(1)) C(z, 25(1)) 0 e 0
( Az(24(1)5 Zo(2)) B2 (2415 20 (2)) D(25(1)s 20(2))  C(20(1)s Zo(2)) - -- 0 )
Azn(%(m;:lw Zo(2n))  B2n(Zo(2n-1)s Zo(2n)) 0 0 coo Cl(zo(2n—1)1Zo(2n))
We choose 2k + 2n(d — k) rows of R, ,(2)T(z) as follows: take all rows at block 1,
all rows corresponding to all coordinates except some fixed set I; = (47, ...,4}) in every
block j > 1, and finally rows corresponding to coordinates ¢3,...,¢; at some block s,

where s € NaUNy and 2,(5) = Z(s—1) (0 that all rows are taken in such block). If such s
does not exist, then all \; for j > 2 are zero, except for j € N3U N5 with z,(j) = 25(j—1)-
In this case we can make the following choice: for j € N3 U N5 with 2,(;) = 25(j—1) we
select all rows corresponding to all coordinates except some fixed set I; = (i, ... ,zfc)
We also select all rows at block 1 and the rest of selection is from row blocks j7 > 1 with
Aj = 0 and can be chosen arbitrary. Note that if 2,(;) # z(;—1) for all j then the desired
finitness of the integral in (5) is clearly fullfiled. The precise choice of I;, s and the last
unspecified part is discussed below.

Let us find the condition that such choice produce linearly independent rows. Assume
that (1) € {1,2,...,n} (the other case o(1) € {n+1,n+2,...,2n} can be considered
similarly), then first d rows are linearly independent since they contain non-degenerate dx
d matrix S5(z, 25(1))(G(20(1)), L(25(1))), in column blocks 1 and 3 combined. Moreover
the linear independence of the rest of rows can be considered separately after removing
column blocks 1 and 3 from the matrix, since the rest of the column blocks in the first
row block are zero. We can say that we now select from

Bs(25(1): 20(2)) C(20(1)) Z0(2)) 0 e 0
B3(25(2), 20(3)) D(25(2): 253))  C(20(2)5 20(3)) - 0
B2n(za(2n—l)7 Zo‘(Qn)) 0 0 s C(’ZU(2T7.—1)7 Za'(?n))

Suppose that s € NaU Ny with 2, (5) = 25(s—1) exists and we choose all rows in row block
s (we always use original row block numbers to avoid confusion, even after we removed
the first block). We can test linear independence of all chosen rows before row block s+1
and chosen rows in each block row starting from s + 1 separately, since the matrix for
such choice can be seen having square block structure with zero blocks above diagonal,
if we define the same set of new blocks sizes on both columns and rows (d — k)(s — 1) +
k,d—k,...,d—k (2n — s + 1 blocks althogether) for the selection matrix. Notice that
linear independence for blocks of sizes d — k is equivalent to the linear independence of
the selection of all rows except I; from C(z(j-1, Zo(j)) = S9(20(j-1)s Z0(j)) L(24(;))- For
the rest we can imagine that we make selection from

Ba(25(1),20(2))  C(20(1), Z0(2)) 0 . 0 0
B3(25(2), 203)) D(2a2)s 20(3))  Cl(2o(2)s 20(3)) - 0 0
Bs (20(5—1)7 Z(r(s)) 0 0 R D(za(s—1)7 Zo‘(s)) C(Z«'r(s—l)7 Zo‘(s))
Since zy(s) = Zo(s—1) We have that C(zy(s—1); 20(s)) = —D(Z0(s=1)Z0(s)), because
Sh(x,x) = —Si(x,x), which follows from the identity S(x,z) = 0. But then we can

replace D(25(s—1), 20(s)) With zeros using linear transformation (multiplication by the
non-degenerate matrix from the right), and separate d last chosen rows (which is the
whole last row block s) and first and last column blocks in the new selection, which
contain S%(2(s—1), Zo(s)) (G (20(s))s L(2s(s))) if i € Ny or

(51(20(3_1), Za(s))G(ZU(s—l))v Sé(zo(s—l)a Za(s))L(Za(s))) =
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= Sé (Za(sfl)a zo(s))(_G(zo(s))v L(Za(s)))

if i € Ny, both matrices being non-degenerate. The rest of the selection again has block
structure with zero blocks above diagonal, now with all block sizes d — k. Block selected
from row block j for 1 < j < s of initial matrix is non-degenerate if the selection of all rows
except [; from C(zo(j—1), Z0(j)) = 95(20(j—1), %0(j)) L(20(;)) are linearly independent.
Therefore we obtain that linear independence of the selection is equivalent to the linear
independence of each of the selections of all rows except I; from C(z(j—1),20(;)) =
S5(20(j-1)» Zo(j)) L(25(j)) for all j > 1, j # s. This also proves that such choice of linearly
independent rows is always possible, as long as there is s € No U Ny with 2,5) = 25(5-1),
since the rank of C(z,(;_1), 25(;)) is always d — k.

Let us now consider the case where there is no such s. We recall that for row blocks
J € N3 U N5 with z5(jy = z5(j—1) we select all rows except I;. We can deal with first
row block as before, and then assuming that, again, we have the linear independence
of the selection of all rows except I; from C(z2,(j_1),2,(;)) for all j € N3 U N5 with
Zo(j) = Zo(j—1), We can transform the matrix R;, ,(2)7(z) with multiplication by non-
degenerate matrix from the right, so that in the chosen rows from row block j € N3 U N5
with 2,(;) = z(j—1) all other elements except corresponding to C(2,(j—1), 2(;)) (column
block j+2) become zero. Indeed for j € N3UN5 with z,(;) = 25(j—1) we have zeros in two
first column blocks by construction. Moreover D(zy(;—1),20(j)) = —C(20(j-1), 20(5)), SO
column block corresponding to D (column block j + 1) in this row block can be made
zero with the transformation, without changing other elements of the matrix, except that
the intersection of row block j + 1 and column block j + 1 (block numbers are as in the
original matrix) becomes D(zy(;), 20(j+1)) = D(20(j—1)s Zo(j+1)) (it was zero). It is easy
to see this new matrix is similar to the original matrix after we remove row block j, so
after all such transformations we obtain the matrix of the form

Bs(zj,,25,))  Clzj,,24,) 0 o 0 0
B3(Zj2’zj3) D(zjzvzja) C(zjzazjg) cee 0 0
Bl(zjz,_mzjz) 0 0 D(ij—nzjz) C(Zjl—17zjl)

where ji,...,j1is o(1),...,0(2n) after all j € N3UN;5 with z,(;) = 2,(j—1) removed. The
rest of the selection, which were specified as arbitrary, is to be made from this matrix.
But we can always choose the needed number of linearly independent rows from this
matrix, since its rank is maximal (d + (d — k)(I — 2)) by construction.

k
Now we can see that the sets of indices I; can be chosen separately such that > p,; is
g=1 1

minimal possible (or ) p, is maximal possible), while keeping the linear independence
q¢1;
of the choice, at least for all those j > 2, where A\; # 0. For all such j we obtain that

k
this minimal value of ) P is equal to my (20(;jy) (and for the rest the choice of I; does
q=1
not matter). We also choose the index s € Ny U Ny with 25(s) = Zo(s—1) such that the
corresponding A, is maximal possible. The value of A, is also the maximal among all A;
for j € Na U Ny, since A\; = 0 if Zo(5) #* Zo(j—1)-
In order to finish the proof we need to specify k; from our choice of 1. Suppose that
Y(Y1, .-, Yn) = dm(y), so there is no impact from ¢ on k;. The sum in the condition
can bounded below with

d

d
SNE=Q+Y p—mp(zo) +(2-Q+ D _p) (A + M)

j#s 1=1 =1
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which is positive since I{lax2 mf(zg(J)) <2-Q+ Zpl by our assumptions. When
J

s € Ny U Ny with z5() = 25(s—1) does not exist the bound still holds by the same
argument.

For the other choice of v, if we just use additional bound on v where we can, we obtain
k; = 0if j € N3UN5 (the bound for ¢ adding Q —2), and k; = 2—@Q for j € NyUN2UN,
(no bound coming from ). However since there might be no j € N3 U N5, we need to
find a better bound on 1 for a given o. Note that if s € Noy U Ny with z,(5) = 25(5-1)
does not exist then all A;, for j > 2 are zero, and since the coefficient near A; is always
positive the condition is fulfilled, so we may assume s € No U Ny with 2,(5) = 25(s—1)
exists.

We claim that there is a set of o}, j =1,...,2n,r =1,..., R with values 0 or @ — 2,
such that for each j =3,...,2n and r = 1,..., R we have either af =@ —2or aj_; =
@ — 2 (no two consecutive 0 starting from j = 2) and

1/)(2'1,...,zn)zlj(zn+1,...,22n CZ H Z[,j 1)72’0( ))a;.

r=1j=2,..

To prove that we start with a trivial bound of such form with R = 1, but without
an extra condition of not having two consecutive 0 after j = 2. Let us improve this
bound by additionally keeping all p(z,, z,)%~2 for all available pairs p,q (not only such
that (p,q) coincides with (o(j — 1),0(j)) for some j). Then if we have two consecutive
aj = 0 and aj41 = 0, we have either j € Ny, j+1 € Nyor j € Ny, j+1 € Ny.
In the first case we conclude that both o(j) and o(j + 2) are in {1,2,...,n}, and in
the second case both o(j) and o(j + 2) are in {n + 1,n + 2,...,2n}. It means that
in the both cases we have a multiplier p(z,(;), zo.(jJrg))Q_Q, which can be bounded with
C(p(20(j), Zo(j+1)) 92 4 P(20(j4+1)» Zo(j+2)) 9 %) using pseudo-triangle inequality. There-
fore we obtain an inequality of the same type, but with R = 2 and a]l = Q — 2,
a? +1 = Q@ — 2, i.e. we eliminated a pair of consecutive 0 in o} and af ;. By repeating
this operation for all members of the sum in the new bound for the other j we can remove
all pairs of consecutive 0 for this j. Then we repeat this again until all consecutive 0 are
removed. The total number of operations required is not larger than 22" (the number
of such pairs is not larger than 2n — 1 and to remove each we need no more than 2*
operations, if we have already removed k pairs), so in the end we obtain our claimed
inequality.

Now we can use this inequality and deal with each member of the sum separately,

d

meaning that we fix r. We can ignore the coefficient near \; since its always 2—Q+ > py,
=1
which should be positive by the assumptions in the Theorem. For j € N3N N5 we have
aj = Q — 2 and for all j such that af = @ — 2 we have A; = 0. We can also ignore the
case ay = @ — 2, since then Ay = 0, but it is also the maximal among all A;, j > 2, so
only non-zero A is A1, which means in this case the sum is always positive. The sum in

the condition can bounded below with

> 2_Q+Zpl my(ze(j))) + Q+sz

JEN2UNy,a=0,j7#s

d
If ms(2,(;)) <2—Q+ > pi then the corresponding member of the sum is non-negative
=1
and we may bound it with zero. Therefore we can bound this sum from below as follows,
replacing A; with larger ), and using that the maximal number of j € Ny N N4 such
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that oz;T =01is n:

d
As(n(2—Q + ;pz) —(n—1) e my(2q(5)))

which is positive if

j=1,....2n n—1 n

d
2n n
ax myg(z) < —— + — 1(;1% - Q).
But this follows from our assumptions and the Theorem is proved. O

Remark 3. Note that the statement of the Theorem about the existence does not depend
on the starting point x. In other words we always assume the worst case z,(1) = = in
the proof. It is interesting that we also do not need an additional multiplier p(z, z,(1))
in 9 (such multiplier does not improve the bound for our choice of rows), which can only
mean that under our assumptions the corresponding singularity is always integrable. The
question remains whether it is possible to find weaker assumptions, so that we obtain a
stronger general statement for some x. Note that to find such assumptions we need to find
choices of rows in the proof, that does not always include the whole first row blocks, but
there are cases when such choice is surely not possible, for example for self-intersections
of Brownian motion.

Remark 4. Note that the absence of additional multipliers in ¥ makes the condition
significantly worse. This is of course related to the known fact, that self-intersection
local time for Brownian motion in a standard sense (i.e. without any renormalizations or
weight, which in our definition means without multiplier ¢) exists only in one-dimensional
case (see [11] for 2-dimensional case). The reason to include this case in the Theorem is
to compare it to the case with additional multiplier, and also to relate with the known
results. Also note that the choice of additional multiplier in v is definitely not unique
and can be improved in some cases, for example in a sense of taking lower powers of
p(¥i,y;). We did not try to find the best form for the multiplier (in any sense), since
we do not have the use for such result. Also there is nothing in the proof suggesting
that taking different ¢ (from the one which already has multipliers) allows us to improve
other conditions.

Remark 5. The assumption that k& < d seems too restrictive, since in classical self-
intersection situations we always have k = d. Unfortunately to handle such cases we need
some additional properties of p(t,z,y), so it is better to do this separately (see below).
On the other hand we can deal with classical self-intersections of standard Brownian
motion by artificial dimension increment: we may simply add one independent Brownian
motion as extra coordinate of the process, which is not involved in self-intersections. In
this way we obtain an interesting effect: an independent random object is used in the
mutiplier ¢ to make the singularities in self-intersection local times integrable.

Let us drop the restriction k& < d and replace it with a condition on p.

1
Theorem 4. Suppose that for all a € My, b € My, a # b we have [ p(s,a,b)ds > 0, the
0

1

function ([ p(s,a,b)ds)™! is bounded on a € My, b € My, a # b and converges to zero as
0



80 ALEXEY RUDENKO
(a,b) — (¢, ¢) for any ¢ € My. Also suppose that the function

p(s,a,b)ds

———a#b
p(s,a,b)ds

g(t,a,b) =

o L|o—

can be extended to a continuous function for all (t,a,b) with t € (0,1], a € My, b € M,
and this extension (also denoted as g) satisfies g(t,a,a) =1 for all t € (0,1], a € M;.
Let n =2 and

1
Y(y1,y2) /P (8,y1,y2)ds) " dar(y), y1 # y23 (Y1, 41) =0
0

where ¢y is any continious non-negative bounded function with support inside M. If

d

(8) my(y) <4420 pi—

=1

for all y;, i = 1,2 such that (y1,y2) € HN M, then there is a limit of v-(1, F, [0,1]?) in
Lo. If opr(w) > 0 at some w € HN M then the limit is not zero.

Proof. We can define h,(z,y) from Theorem 1 as

0,Y5(1) = ;
hg(.l?, y) = 0’ q4(l’, Yo(1)s -+ s Yo(4)s [07 1}2)) = 400,41 7é Y2,Y3 7é Ya;

1/}(3/1, yQ)w(yi% y4)Q4(‘r7 Yo(1)y -+ Yo(4), [07 1]2))7
Q4(.'177 ya(1)7 B ya(4)a [07 1]2)) < +OO> Y1 7é Y2,Y3 7é Y4,

for all y € M? w.r.t. Lebesgue measure, except the set

E={y1 =y} U{ys = ya}) N{Vi € {1,2},j € {3,4} 1 yi # y;} N {yo1) # 7}
We will show that it is possible to extend h, on this set by continuation. Consider a case

o(i) =i. Then

w(ylv y2)1/)(y37 y4)£]4(37a Yo(1)s -+ Yo(4)s [Oa 1] )) =
1

1
= dnr (Y1, y2) O (Y3, ya) /p (5,91,y2)ds /p(s Y3, ya)ds) "
0 0

/ Loy +sotsstsa<1P(81, T, y1)P(52, Y1, Y2)P(53, Y2, Y3)P(54, Y3, ya)ds1dsadszdsy <
[0,1]#

< O (y1, y2)onr (y3, ¥a)9(1, 91, 92)9(1, Y3, Ya) / Ls; 1s5<10(51, 2, 91)P(83, Y2, y3)ds1ds3
[0,1]2

and on the other hand

VY1, y2) (Y3, ¥4) 44 (T, Yo (1) - - - Yo (a), [0, 1]7)) =

1 1
> oar(y1, y2)on (Y3, ya) (| p(s,y1,y2)ds /p(s Y3, ya)ds) "
0 0
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/ lsy<els,<e 1sl+33<1—2ap(51, x,y1)p(52, Y1, Y2)P(83, Y2, Y3)P(84, Y3, Ya)ds1dsadssdsy
[0,1]*
= On (Y1, y2)On (Y3, ya) g (e, y1, y2)9(€, y3, ya)

Loy 4ss<1—2eP(51, 2, y1)p(3, Y2, y3)ds1dss
[0,1]2

which by our assumptions and using arguments similar to those in Proposition 2 allows
us to extend this function continuosly to each y € E with both y; = y2 and y3 = y4
satisfied at the same time.

Other cases can be treated similarly and in this way we obtain h, which satisfies
the continuity condition from Theorem 1, since sets {3i € {1,2},7 € {3,4} : y; = y;}
and {y,1y = x} have zero measure w.r.t. v(0,dy1dy2)v(0,dysdys). The rest of the
proof follows the lines of the proof of Theorem 3. Note that we can show that the
limit is not zero, since our assumptions guarantee that h,(x,y) is positive a.e. w.r.t.
v(0, dy1dy2)v(0, dysdy,) in all points y where édns(y1,y2)Par(ys, ya) is positive. O

Remark 6. Note that using the same arguments we can also prove the existence of the
limit also for n = 3,4,... for a choice of ¢ as in Theorem 3. However in this case we
have no guarantee that the limit is not zero. In fact it will always be zero for f(z) = z,
which makes this result essentially useless. To get a non-zero limit of v we need to choose
another ¥. One such choice is shown below in Theorem 7 for self-intersection local time
for 2-dimensional Brownian motion. But since it leads to the absence of continuity for
hs, we can not rely on Theorem 1. The proof of Theorem 7 shows how to weaken this
assumption. We will not pursue a general result analogous to Theorem 7 here (see also
the Remark 8 after Theorem 7).

2.4. Applications. Now we are set to find the corollaries of Theorems 3 and 4 for
specific processes (we keep all assumptions on F' and specify X).

Theorem 5. Let d > 2 and X(t) be a solution of SDE:
dX(t) = a(X(t))dt + o (X (t))dW (t)

where W(t) is a d-dimensional standard Brownian motion, a, o are bounded Lipshitz
functions and oo™ (z) > cl for all x € R% and some ¢ > 0. Suppose that k < d. If d > 2
let

1/J(y1> ceey yﬂ) = H |y1 - yjld_2¢M(y)>

i#]
where ¢pr is any continious non-negative bounded function with support inside M. If
d=2let

¢(y1, cee ayn) = H |yl - yj|ﬁ¢M(y)7

i)
where B is an arbitrary fized positive number. If k < 2 or if n = 2 and k < 3, then
there is a limit of v.(v, F, A) in La for any Borel A C [0,1]™. If ¢pr(w) > 0 at some
w € HNM and A has non-zero Lebesque measure then the limit is not zero.

Proof. Tt is well-known that there is a unique strong solution to given SDE, and it is a
time-homogeneous Markov process, which transition density p is continuous and satisfies
Gaussian upper bounds (these bounds can be found, for example, in [6]): there are
positive constants C' and v, such that for all z € R%, y € R? ¢ € [0, 1]

p(t, z,y) < Ct~=42ele—vl*/t
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If d > 3 we obtain: for all x € My, y € My
1

/p(t,%y)dt < Clz -y~

0
If d = 2 this inequality contains logarithm, which does not fit in our framework, but we
can bound it with small negative power: there are C' > 0 and § > 0 such that for all
r € My, Yy € My

1

[ vttt < Clo -y

0
So if d = 3 we have (3) with @ = d and p; = 1, and if d = 2 we have (3) with Q = 3
and p; = %. Therefore we can apply Theorem 3 and obtain the desired conclusion. Note
that if all p; are equal, as we have in this case, then m(x) = kp; everywhere, and then
the sufficient condition in Theorem 3 has form k < % ifd =3. If d =2 we have
k < -2-(1—§/2) which is essentially the same, since we can choose § > 0 arbitrarily (it
only should be smaller then ). This condition can be resolved as k < 2 or k=3, n =2
to complete the proof (here we only consider n > 2). O

Remark 7. Here we obtained a way to define self-intersection local times for 2- and
3- dimensional Brownian motion (including multiple self-intersections in 2-dimensional
case) as partial cases of Theorem 5. It is known that these local times generally speaking
do not exist in a standard definition, but in 2-dimensional case renormalization can be
applied (see [11]). Now we see that we do not need renormalization if we add a multiplier
inside time integral. Such multiplier contains a random component, partly independent
from the process, for which local times are constructed. It seems that the existence
of local time becomes possible, because, for example in case of double self-intersection,
multiplier is close to zero, when both time variables ¢,s in double time integral are close
to each other. We may conjecture that the multiplier of the form |t — s|* with large
enough a also leads to existence of the corresponding limit (such case, when multiplier
is a function from time, needs separate treatment).

Theorem 6. Let d > 2 and X(t) be a solution of SDE:
dX(t) = a(X(t))dt + o(X(t))dW (t)

where W (t) is a d-dimensional standard Brownian motion, a, o are bounded Lipshitz
functions and oo™ (z) > cI for all z € R? and some ¢ > 0. Let n =2 and

1

Y(y1,y2) = (/p(t,yl,yz))’ldw(y),m #y2;¢(y1,11) =0
0

where ¢y is any continious non-negative bounded function with support inside M. If
k < 3, then there is a limit of v-(¢, F,[0,1]?) in La. If ¢pr(w) > 0 at some w € HN M
then the limit is not zero.

Proof. Again we use Gaussian bounds, but this time we also need lower bounds as well:
Cyt~2emlr—yl*/t ¢ p(t,x,y) < Ct=Y2e= =yl /1

These bounds guarantee that

t 1
J J

g(t,a,b) = 017:1—27@7&[)
J J
0 0
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has continuous extension to a = b as needed. Using Theorem 4 we obtain the result. [

In the following Theorem we show what happens with multiple self-intersection local
times for 2-dimensional Brownian motion with simplest weights only depending on the
process itself. This case needs a special approach (since the continuity of h, from Theo-
rem 1 can not be shown here), so what we obtain is not a direct consequence of Theorems
proved earlier, even though we follow the same ideas as before.

Theorem 7. Let X (t) = (Wi(t), Wa(t)) be a 2-dimensional Brownian motion started at
X (0) = x. Suppose that ¢ is a bounded continuous function on R?". Assume that k = d
and f(x) =z and set

n—1

7/’(y17~-~»yn) = So(yh?yn) H |1n|yi+1 *yiHil
i=1

Then there is a limit y(p) of v (¢, F,[0,1]™) in L, for integer p > 2 as e — 0+. Moreover
9)
p

E’Y(So)p = (271—)71)”2])(”71)(”!)10 Z Q(‘ra Zo(1)s- - Zo’(k)v [07 1]])) H 90(217 L) Zl)dz

oESpR2p i=1

Proof. We have as in the proof of Theorem 1:

Ere, (’L/J, F, A)'Vez (¢, F, A) =

= Z / QQn(xv Yo(1)s -+ Yo (2n), [03 1]n),¢](y1’ cee ayn)¢(yn+1a cee aan)

UES%]Rznd
Jm.es (F(y1,..- 7yn))fm,62 (F(Ynt1,---5Y2n))dy

We take w1 = Y1) — T, W2 = Yo(k+1) — Yo(k) fOr some k =1,...,n (to be chosen later
differently for each o) in such way that exactly one of o(k + 1) and o (k) is less or equal
n. The we change variables y +— wu,v,w;,ws in the integral with w;, = y;41 — y; and
Vi = Yntitl — Ynti, ¢ = 1,...,n, and due to the specific form of F' and since f(z) = z
we obtain:

E~e, (¢7 F, A)'752 (Qb, F, A) =

= Z / / /(qQ’I’L(:L.7yU(1)7..~,yg(Qn)7 [0, 1]”)@(:[/1;..-7yn)80(yn+17-..7y2n))
o‘ES2nR2n72 R2n—2 R4

n—1
H | In g | I [0; || 72 foney (@) finen (V) dwy dwoduy . .. daty,—ydvy .. . dvy—y
i=1

where y = y(u, v, w1, ws) used inside integral is a function describing old variables as
functions from new variables:

yi =S tw +xz,i=1,...,n,
Ynti =57 +wa+ S +wi+2,i=1,...,n,

where S}, S* are linear combinations of u; with coefficients 1, —1 or 0 (depending on o),
and S} are linear combinations of v; with coefficients 1, —1 or 0. Using that (we have
m = 2(n — 1) for given F)
_ u
fme(u) =¢€ d(lsm(g)
we can make the change of variables by multipliying u by €1 and v by €2 (we keep the
same letters for new variables):
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Z / //(QQn($7y0(1),-~-,ya(2n),[0,1}")@(2/17~-~,Z/n)<ﬂ(yn+17-~-,y2n))
UGS2HR27L—2 R2n—2 R4

n—1
H | In |e1ui| In |e2v;]| ™ G (1) b (V) dwr dwoduy . . . diwy—1dvy . . . dv, 1
i=1

and new y = y(e1, 2, u, v, w1, we) have form

yi=eS¢+wi+x,i=1,...,n,
Ynti = €25 twe +e1S" +wr +x,i=1,...,n,

To prove convergence of each integral for all o as (e1,e2) — 0+ it is enough to
show convergence of the function under integral for almost all wq, ws, u,v w.r.t Lebesgue
measure and find such § > 0 and v > 0 that the following integral

(10) / / /(q?n(xaya’(l)w"7ya(2n)7[0ﬂ l]n)|go(y17"'7yn)¢(yn+1a~"7y2n>‘)1+’y

R2n—2 R2n—2 R4
n—1
I Imlerus I fegui| |77 (1 + Jwr [)FFA7 (1 + fwg]) 2+
1=1

Om (W) P (V) dwr dwaduy . . . duy—1dvy .. dvy—q

is uniformly bounded over (e1,e2) in some neighbourhood of zero (this is similar to
what we did in Theorem 1 but with slightly different integral). The last condition gives
us uniform integrability of the function under integral multiplied by (1 + |wq|)?*#(1 +
|wa|)2*8 w.r.t. the finite measure

(1 + |wi]) 7272 (1 + |w2]) 2P P (1) Prn (v)dwr dwodusy . . . dtty_1dvy . .. dv,_1,
so the convergence follows from this by well-known arguments.

x—y|?
-

Let us consider ¢, knowing that p(t,z,y) = (27rt)_1e_‘ z

q2n(z, Yo(1)s -+ -y Yo (2n)s [0,1]") =

NE 1Yo (20) ~¥o(2n-1)|°
—2n -1 - =1, 7 T 2(ta,—t )
(271') tl e 2ty - (tgn — tgn_l) e 2n " 2n—1 dt

0<t1<...<tanp<1

To estimate this integral the following lemma will be useful. Denote
1
II(a) = / tte”
0

II(a) ~ —lna,a — 0+

m‘g

tdt
Lemma 3. We have

and

t

Proof. With change of variables s = ~ we obtain
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which gives us the asymptotics as @ — 0+. Another change of variables s = & produces

+oo

I(a) = /s_le_sds

vl

and gives us the bound. (|

We can find an upper bound for ¢, by simply extending the domain of the integral
to0<t; <1,0<ty—t; <1,...,0<to, —ton_q < L:
(11) @20(2: Yo (1) -+ Yo(2n) [0, 1]") < (2m) " IJyoay — 2[*) - (Yo (2n) — Yor2n—1)[*)
We recall the following definitions (from the proof of Theorem 3): Ny = {1},
No={i=2,....2n:00) €{1,2,...,n},o(i—1)e{n+1,n+2,...,2n}},
Ns={i=2...2n:06) €{1,2,...,n},0(i—1) € {1,2,...,n}},
Ny={i=2,....2n:0(@) e{n+1,n+2,...,2n},0(i —1) € {1,2,...,n}},
Ns={i=2,....2n:00@) e{n+1,n+2,....2n},ot—1) e {n+1,n+2,...,2n}}.
The expressions for y; give us for ¢ € Nj:
Yo (i) = Yo(i—-1) = 515‘?,
where S¥ are linear combinations of u; with coefficients 1, —1 or 0 (depending on o), for
i € N5: 3
Yo(i) = Yo(i—-1) = €257,
where 5‘;} are linear combinations of v; with coefficients 1, —1 or 0, and for 7 € Ny U Ny:

Yo(i) = Yo(io1) = Wa + €158 + €257

where S, S have the same meaning as above. Also we have similar formula for i = 1,
for example supposing that o(1) € {1,2,...,n} (the other case is analogous):

Yo(1) — T = W1 +e1 5
From this we can conclude that for ¢ € N3 we have

0(|Yo(i+1) — Yoi) ) ~ —2Iney
and for i € N5:

O(|Yo(i+1) — Yoi)|?) ~ —2Iney
as (£1,e2) = 0+. For ¢ € Ny U Ny U Ny and under condition w; # 0 and wy # 0 we
have that TI(|ye(i4+1) — yg(i)|2) is bounded for small (e1,e2). But it is clear that the size
of each N3 and Nj is less or equal n — 1 so if either |[N3| < n —1 or |N5| < n — 1, then:

lim q2n(xa ya’(l)v cee 7y0(2n)7 [07 1]n)(1n61)7(n71)(1n 52)7(7171) =0
(e1,62)—0+

for almost all u, v, w;,ws (we have to assume that w; # 0 and we # 0). It means that
we have the convergence of the function under integral to 0 unless |Ns| = n — 1 and
[Ns| = n — 1. For such cases we have that N3 = {2,...,n}, Ny = {n+2,...,2n} or
N5 ={2,...,n}, N3 ={n+2,...,2n}. Assuming the first situation (the second situation
is similar due to symmetry) we choose k = n, so that w2 = Ys(n+1) = Yo(n) and find more
precise upper and lower bounds for ¢o,,.

We make a change of variables s; = t1,80 = to — t1,...,89, = ton — to,_1 in the
integral for ¢o,, and increase the domain of integral to s; + s,41 < 1,s; < 1,7 # 1,n+ 1,
s; > 0, so it gives us the following upper bound:

n—1

n—1
@2n (T, Yo(1)s - - > Yo(2n), [0, 1) < H (Yo (it1) — Yoy *) H (Yo (ntit1) — Yo(nri)?)
=1 =1
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on 1 — \w1| _1 |w2\2
- - 2
(2m) spe s e Pnridsidsyy

$1+8n4+1<1,51>0,5,41>0

Taking into account that for i =1,...,n
I(|Yo(i+1) — Yoi)|*) ~ —21Iney

H(‘ya(n+i+l) - yg(n+i)‘2) ~ —2Iney
we see that the right hand side, multiplied by (In 51)*("*1)(111 52)*(7171), converges to

_ w2 |’LU2\2
(27T)—2n22n—2 s 1 251 sn—}-le Snl d51d5n+1

S$1+8n+1<1,51>0,8,41>0

as (61,62) — 0+.
But if we decrease the domain of integral to (2n — 2)s; + 1 + sp41 < 1,1 # L,n+1,
s; > 0 we obtain for each § > 0 the lower bound:

q2n (7, Yo(1)s -+ 1Yo (2n)s 0,1]") >

2
(27T)—2n / H H |ya (i+1) — ya(z)| )
1—51—5,11

s1+5n4+1<1,51>0,5,41>0 i=1

|ya(n+z+1) - yg(7l+z)| 1 - \gil _1 |u;2\21
H H( 1—51 —Spt1 Jsie ! 8n+1e 1l dsydsn 41
Similarly as before we have for i =1,....n
|yo(i+1) - yo'(i)|2
II((2n — 2) ————"—""2) ~ =21
((2n —2) P— ) ne;
. _ 2
I((2n —2) |yg(n+l+1) yg(n+z)| )~ —2lney

1—81—5p41
and since II(a) < Cmax(—1Ina,1) for some C (from the Lemma) the right hand side
converges multiplied by (Ing;)~ "1 (Inegy)~ (1) (by Lebesgue dominated covergence
Theorem), to

—2ng2n—2 B
(2m)~="2 sy s e Pnildsids,

$1+8n4+1<1,81>0,8,41>0

as (e1,e2) — 0+. But then we deduce that in fact:

lim  qon (%, Y1), - -+ Yo(2n), [0, 1]")(1n€1)_("_1)(ln 52)_("_1) =

(81762)—>0+

2
Jwal®

\wll
—2no2n—2 -1 - -1 _~2s5. .7
(2m)™="2 s e s e Fntidsids, g

$1+80,41<1,51>0,5,41>0

In order to prove the bound for (10) we use (11) again with additional assumption
that k& = min(Na N Ny) (it is the first moment 4, when exactly one of the numbers o (i+1)
and o(7) is less or equal n). We gather multipliers in (11) as follows

@ (@, Yo (1), - - Yo(2n), [0,1]") < (2) 7 Ty )T (w2 )

H (|ws + 1S + 257 %) H H(|[Yo(it1) — Yoy %)
1EN2NNg\k 1€N3NNs
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We may assume that u and v are bounded (since ¢,, has bounded support) and therefore
for i € Nj:
U(|yo(i11) = Yo |*) < —C(lner + n[S}])
and for i € N5
(|yo(i+1) — Yo)|*) < —C(Iney +In[S7))
For small enough €1 we have In|eju;| < —L < 0 and consequently for ¢ € Nj:

0(lyotir) = ¥o@l*) o Iner+In|Sy|
—In |equ ] L

X

—In |equy|
and similarly for i € Nj

Wyotirn =v)®) _ o, o118 =0 o]l
—In |10, = L

To find the bound on (10) we integrate the bound obtained above w.r.t. dw;dwsy and
use Cauchy inequality to separate integrals of powers of (1 4 |wy|) @AV (|Jw[?), (1 +
[wa|) 2HATI(Jws|?) and each T(|wa+e1 S¥ 4257 |2). Then all these integrals are bounded
uniformly over u, v and small €1, €. But the rest is already a function that does not
depend on €1, €5 and integrable w.r.t. u, v in any power and so the Theorem is proved. [

Remark 8. If we look carefully at the form of 9 we can see that in fact:
1

Y(p) = (2m) 2"l / (W (D)., W(t)dt
0
It means that the weights we used are in fact “killing” self-intersections and what is left
in y(p) is just an additive functional of W (t). It seems that the same may happen in
Theorem 6 or more generally in Theorem 4, but unfortunately we can not provide more
details here. Such “killing” is clearly not happening in Theorems 3 and 5, since the limit
is still not zero if A does not contain the neighbourhood of the diagonal t; =t5 = ... = t,,.

Clearly it is possible to consider many different Levy processes as X, since there are
a lot of known upper bounds for the density of Levy processes. Here we only study the
simplest case of symmetric stable processes.

Theorem 8. Let d > 2 and X (t) be a symmetric stable process in R? of index o € (0,2).
Suppose that n =2 or k < d. Let

s oyn) = [ lvi — w3l *om (),
i#£]
where ¢pr is any continious non-negative bounded function with support inside M. If
k < 25 then there is a limit of - (¢, F, A) in Lo for any Borel A C [0,1]". If ¢pr(w) >0
at some w € HN M and A has non-zero Lebesgue measure then the limit is not zero.
Proof. From the well-known results for the density of symmetric stable processes we have
(see for example [1])
1

Cile =y~ < [ plt, )t < Cla =y
0
with some constants C; > 0, C' > 0. Therefore we can apply Theorem 3 with @ = 1
and p; = ﬁ similarly as in Theorem 5 to prove this Theorem. For the case n = 2
we just have to use Theorem 4 instead and note, as before, that on a compact the

1
multiplier |y —y2|?~* is equal to ([ p(t, y1, y2)dt)~ multiplied by a bounded continuous
0

function. m
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This result also leads to a new definition of self-intersection local time for symmetric
stable processes, as long as d < ;*%. Note that it is well-known that under condition
d < ;2% the symmetric stable process has n-fold intersections with probability 1 (see [8]),
which corresponds to our result perfectly, meaning that we are able to construct the
corresponding local times for all cases, where self-intersections are known to exist.

Let X (t) be a solution of the following SDE:

l
(12) dX(t) =Y Li(X(t)) o dWi(t), X(0) = z € R?
i=1

We fix the choice of Ly, ..., Lg such that they are a basis of the first level of stratification
of Lie algebra of left-invariant vectors fields of a Carnot group G = (R?, ) (stratified Lie
group, obtained by introducing a specific group action e on R?, see [2] for details). We
call this process a Brownian motion on Carnot group (by analogy with Brownian motions
on Lie group, introduced by Ito [7]). The framework of this paper was introduced with
the aim to deal with local times for such processes, and now we are ready to show that
our general theory is indeed applicable to this case. We will need the following notation:
p is a natural distance on the given Carnot group G (Carnot-Caratheodory distance,

see [2]), p; are such that in a fixed coordinate system (z1,...,24) — (APl zg,..., \Pray)
d

is a group automorphism for all A > 0 (dilations in G, see [2]), and Q = > p; is a
i=1

homogeneous dimension of G. We will assume that Q > 3, since for Q < 2 Carnot group
is just a Euclidean space with usual addition and we have standard Brownian motion as
X.

Theorem 9. Let X (t) be a Brownian motion on Carnot group defined as above. Suppose
that k < d. Let

1/’(2117 o 7yn) = Hﬁ(yla y])Q72¢NI(y)
i#£]
where ¢pr is any continious non-negative bounded function with support inside M. If
mye(y;) <2 ormy(y;)) =3, n=2 forally,, i=1,...,n such that (y1,...,yn) € HNM,
then there is a limit of v.(¢, F, A) in Ly for any Borel A C [0,1]™. If ¢p(w) > 0 at
some w € HN M and A has non-zero Lebesgue measure then the limit is not zero.

Proof. The following well-known facts can be found in [2] (see also [13] for density esti-
mates and [10] for the comparison of pseudo-distances). There are positive constants C
and =, such that for all z € R, y € R4, ¢ € [0,1]

p(t, z, y) < Ct—Q/Ze—vﬁ(zvy)z/t

and with obvious calculations we get: for all x € My, y € M,

1
/p(t,w,y)dt < Cpw,y)* 9
0

Moreover the distance p is locally equivalent to p in our definition with S(z,y) =2 'ey
(z~' is the inverse of z in G), @ = Q and p; = p; and using the same coordinate
system in the definition of p, as the one in the definition of dilations. But since both
p and p are bounded on compacts, they are equivalent on any compact. It means our

assumptions hold and Theorem 3 can be applied. Note, that since p; are positive integers,
d

(>- p — Q@ = 0 in this case) can be resolved as m¢(y;) < 2

=1

or my(y;) = 3, n = 2, which completes the proof of the Theorem. O

2n
n—1

the condition my(y;) <
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This theorem leads to a new definition of self-intersection local times on Carnot group
(see [12] for a result related to this).

3. LOCAL TIMES FOR INDEPENDENT PROCESSES

3.1. n-fold local time on the surface for independent processes. We want to be
able to cover the classical case of intersection local time for two or more independent and
possibly different processes, but unfortunately Theorem 3 can not provide that. Moreover
to take the independence into account we are forced to go all the way back to the definition
of local time, change it to reflect the presence of independent processes and prove the
corresponding versions of Theorems 1, 2. We could also try to use Theorems 1, 2 directly
(since technically the case of the intersection of independent processes is still included
in our general formulation), but that seems to lead to some complications related to
the nature of our assumptions (for example in (5) the independence appears as some
complicated structural property of S and F'). Be aware that the notation in this section
will be slightly different from the previous section, meaning that we use the same letters
for objects that can be different (so we have to repeat all basic definitions).

Suppose that Y1 (t),...,Y,(t) are n independent Markov processes, each taking values
in R? and there are non-negative functions p(k,t,z,y), continuous for ¢ > 0, which are
densities of the distribution of Yy () w.r.t. y, given that Y3 (0) = x. Let m be a positive
integer, F' : R"* — R™ be an infinitely differentiable function, 1 : R"® — R be a
non-negative bounded continuous function. We define approximations of local time as
follows

Ye(v, F, A) = /w(Yl(tl), o Yo (80) e (F(Ya(t1), ..., Yo (tn)))dtr .. . dty,
A

where A C [0,1]™ is a Borel set and f, - is as defined earlier.

We denote H = {z = (21,...,2,) € R™|F(z1,...,2,) = 0} and assume that the
matrix of derivatives F’ of F' at z has maximal rank for all z € H. Since F is defined as
before, we also have similar definitions of 6, and v.

Define
Qon(T1, .y Ty 21y -+ y Zon, B) =
n
= / H 1tk<tk+np(k7 tk) Tk, zk)p(k; tk}+n - tk; Zks Zk+’n>dt1 . dt?n
5 k=1
for any Borel set B C [0,1]>". Note that there is an injection 7, of ¢ = (071,...,0,) € S¥

into Sz, permuting j and j 4+ n according to o;:
To(j) =J +n(o;(1) = 1),7%(j +n) =j +n(o;(2) —1);j=1,....n
which we will use in the following as a covenient abbreviation.

Theorem 10. Fiz Y;,(0) = 2 € RY, k= 1,...,n and non-negative bounded continuous
function ¢ on R™ with supptp C M. If for all 0 = (04, ...,0,) € S} we have

@2n(T15 s Ty Yr (1) Yy (2)5 - -+ 3 Yo (25 Ao )) < 00
for almost all y € M? w.r.t. Lebesque measure, where
Ag ={t: (try1)s- s tr, () € A5 (bry (ng1)s -+ by (2n)) € A},
and there is a function hy(x,y), which satisfies the equality
ho(x,y) = VW1, Y)W WUntts - - > Y2n)@2nl(T1s - oo Ty Yro (1) Yo (2)5 - - - 5 Yo (20) > Ao ),
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for almost all y € M? w.r.t. Lebesque measure, such that h,(x,y) is continuous for
almost all y € M? w.r.t. v(0,dy; ...dy,)v(0,dynt1 - .. dy2,) and there are such positive
numbers § and (3 that

(13) sup /(h[,(x,y))Hﬂu(mdyl e dyn ) (v, dyng - - dyan) < 00
|ul<d,|v[<d JengQ

then there is a limit of v.(¢, F, A) in Lo. If additionally h,(z,y) > 0 for y in a neigh-
bourhood of some z € (H N M)?, then the limit is not zero.

Proof. The proof is similar to the proof of Theorem 1, except for the formula for h,,
which can be found as follows.

E781(¢aFA Veo ¢,FA)
- E/w Vi), ooy Yalta)) frmes (F(Yi (81, Y (b))t - . db

/ G(Y1 (s t)s s Yo (bon)) frms (F(Vi(tit)s s Ya(tzn)) ) bngs - - iz =
A

/ H ]-tw(k)<t70(k+n) q/)(YPl (tl)v s >Yn(tn))fm,€1 (F(Yl (tl)v cee ’Yn(tn)))

g€ES. A><A k=1
7/}(Y1( n+1)v sy Yn(t2n))fm761 (F(Yl (tn+1)’ IR Yn(t2n)))dt =

n
= Z / / H 1tk<tk+np(k7tkaxkayT(,(k))p(katk—Fn - tk,?JTg(k)ayTg(k-i-n))
UES?AU R2nd k=1

/w(yla cee 7yn)w(yn+la v 7y2n>
f’m,E1 (F(y17 ] 7yn))f’m,82 (F(yn+17 s 7y2n))dydt =

= Z / / ho(2,Y) frner (W) frnes (V) (U, dy - . . dyn )v(v, dyn1 - - - dyon)dudv

JGS;R?‘H R™ R2nd
(|

Let M;(j), 7 = 1,...,n be a family of bounded open sets such that M C M;(1) x
. X Mj(n). We make the same assumptions as before on p.
(1) Suppose that p(j,t,z,y) is continuous at (0,z,y) for all x #y and j=1,...,n
(2) Let a family of differentiable functions S(j,-) : R?** — R? j = 1,...,n be
such that S(j,z,x) = 0 for all z, S(j,z,y) # 0 for & # y and the derivatives
of S(j,z,y) wr.t. x and w.r.t. y are non-degenerate (as two separate d x d
matrices) for all z, y and j = 1,...,n. We suppose that for all j = 1,...,n there
are positive numbers p;(j) > 0,i=1,...,d, Q(j) > 2 and C; > 0, such that for
all . € M1(j), y € M1(j) with « # y:

1
(14) / Ptz y)dt < Ca(p(G, . ))2~ 90,
0

where p(j,z,y) = max_[S;(j, z,y)|"/P00).

Note that we do not need pseudo-triangle inequality for p, which was needed for self-
intersection case.
Denote
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Ro,m(ylv s 7y2n) = (S(laxhyrg(l))a S(lvy‘l’a(l)ayro(n+1))7 cee
) S(TL, :ETl?yTU(’ﬂ/))? S(nvyTU(n)a y‘ra(2n)))'

Let T(z) be any 2nd x (2nd — 2m) matrix composed of the vectors, forming a basis of
the tangent space at z of H x H, written in columns.

Theorem 11. Fizo € SY, z = (21, 29, ..., 22n) € (HNM)? and real numbers ki, . . ., kay.
If for all \y = 0,...,Xan = 0 not all zero, but with \oj = 0 if 2, (jy # 27, (j+n) fOT
J=1....n, Agj1 = 0 if xj # 2,5 for g = 1,...,n and \j = 0 if k; = 0 for
j=1,...,2n (if all X are forced to be zero the condition is trivially fulfilled), there exists
I'= (i1, do(nd—m)) € N(R; ,(2)T(2)), such that

2n

Z/\j( Z Pi, modd([7/2]) +k;) >0

Jj=1 s:[is /d]=j

then there is an open neighbourhood U, of z, 6 > 0 and 8 > 0 such that

|u|<8,|v|<8

z

(15) sup /H(p(j,fcj,yrc,@))“’”p(j,yra(j>,yfg<j+n))k2f)1+ﬁ
U, =1

v(u,dyy - .. dyn ) v(v, dyps - - - dyz,) < +00

Proof. The proof is the same as the proof of Theorem 2 with natural adjustments for the
different form of R, ;. [l

3.2. Intersection local time for independent processes. We consider the following
case

F(yla cee 7yn) = (fl(yl) - f2(y2)a <. '7fn—1(yn—1) - fn(yn))

where f; : R - R¥ i =1,...,n (k < dis fixed) are continuously differentiable functions
with derivative of maximal rank at all points.

Denote as Dg(z1,...,2,) the matrix of the derivatives w.r.t. (y1,y2,...,yn) of the
function (S(z1,91),-.-,5(zn,yn)) at (Y1,--.,Yn) = (21, ..., 2n), which have d x d blocks
equal to S4(z1,21),...,5%(zn, zn) on diagonal, and zeros elsewhere. Let Tr(z1,...,2n)
be any nd x (nd—k(n—1)) matrix composed of the vectors, forming a basis of the tangent
space at z1,...,z, of H, written in columns.

Theorem 12. Let ¥(y1,...,yn) = dn(y), where ¢pr is any continious non-negative
bounded function with support inside M. Suppose that for all (z1,...,2,) € HNM and
for all non-negative \1,. .., \,, not all equal to zero, there is a multiindex

Ie NDg(z1,.-y20)TH(21,. .-, 20)),
such that

n

(16) Z)\j( Z pismodd(j)+2_Q(j)) >0

i=1 silie/d=j

Then there is a limit of v.(v, F, A) in Lo for any Borel A C [0,1]". If ¢p(w) > 0 at
some w € HN M and for some o € Sa, we can find z € (HN M)? in any neighbourhood
of (w,w), such that qan(21,..., 20, 27, (1)s - - - 2r, (2n), Ag) > 0 and x5 # 2- (), 27, (j) #
Zr (j+n) for all j = 1,...,n, then the limit is not zero (x; = Y;(0)).

Proof. We can define h,(z,y) exactly as in the equality in Theorem 10 if

q2n($17 s Ty Yr, (1) - ay'rg(Qn)vAa) < +00
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and zero otherwise. By Proposition 2 such h.(z,-) is continuous at y if x; # y,_(;) and
Yr, (j) 7 Yro(j+n) for all j = 1,... ,n. Since under our assumptions v(0,dy; ...dy,) is
zero on any set {y|y; = a} we obtain that the set

{yBJ € {L cee 7n} X = y-rc,(j)} U {ZUBJ € {17 cee ’n} Y (5) = y'rc,(jJrn)}

have zero measure w.r.t. v(0,dy; ...dy,)v(0,dynt1 ... dys,) and therefore such h, sat-
isfies the continuity condition of Theorem 10. To check the integrability condition (13)
of Theorem 10 it is enough to check the condition (15) in Theorem 11 for a fixed
z € (HN M)2 Note that if the limit exists it is non-zero, since by our construction
there is a point z € (H N M)? (in a neigbourhood of (w,w)), such that hy(z,2) > 0 and
he(x,-) is continuous in a neighbourhood of z. Therefore in the following we can fix z
and o € S% and focus on proving (15) using Theorem 11. We assume that the starting
points of the processes Y;(0) = x; are also fixed.

Let us describe the structure of R ,(2)T'(z) in our special case. The matrix R ,(2)

can be seen to have the following structure in the column basis where yi,...,y2, has
coordinates ¥r (1), Yr,(2);---»>Yr,(2n): Only non-zero elements are in 2d x 2d diagonal
blocks constructed as shown:
( Sé(jvxjvyTa(j)) 0 )
Si(]vyﬂ,(j)ayﬂ,(j+n)) Sé(]vy-r(,(j)7y7,,(j+n))

where j is an index of the 2d x 2d block.

To describe T'(z) we split rows in 2n blocks of size d, and we split columns into two
blocks of size k and 2n blocks of size d — k. Denote G;(z) = f}(2)"(fj(2)fj(z)")"". In
the first block of columns row blocks 1,2...,n are equal to G1(z1),...,Gn(zn) corre-
spondingly. In the second block of columns row blocks n + 1,n + 2,...,2n are equal to
G1(zn+1), - - -, Gn(2z2,) correspondingly. In the column block ¢ +2,i =1,...,2n the row
block i is equal to L;(z;), where L;(a) be any d x (d — k) matrix consisting from vectors,
giving basis of tangent space of {u € R?: f;(u) = f;(a)} at a, written in columns (those
vectors are orthogonal to column vectors of G;(a)). The rest of the blocks contain only
zeros. It is easy to see that all column vectors are such that directional derivatives of
(F(z1,.-+y2n), F(2nt1,...,22,)) along them are zero and they are linearly independent,
so we have a basis in the tangent space of H x H at z.

We split the set of indices {1,...,n} into two disjoint sets N, Ny according to o:

N1 :{]: 1,...,’[1:0'j(1) = 1},N2 :{j: 1,...,7110'j(1) :2}
Denote for j € Ny
A(x y) _ ( , Sé(jvxj7y7—g(j))Gj(y'rg(j)) L 0 )
T Sl(]vyﬂ,(j)ayTa(j+n))Gj(y‘r(,(j)) SQ(Jvy'ra(j)vyTU(j-‘rn))Gj(y‘rﬂ(j—i-n))
and for j € Ny
Ay(y) = ( N 0 , 9200 %5 Yro (1)) G5 (Yr, () )
S5(Js Y7y (5)1 Y70 G4n) )G WUy (4m)) ST Yra (5 Yro (541)) G (Yo (5))
Alsoforall j=1,...,n
e = (SO ) )
! 105 Yro (5)s Y7o Gan)) L Wr () 92005 Yry (G)s Yro Gn) ) L (U (Gm))

Then it easy to see that R;, ,(2)T'(2) is equal to (we changed the order of d x d column
blocks starting from the third according to 7, for convenience)

Ai(z,z) Ci(z,2) 0 e 0
As(z, 2) 0 Co(z,z) ... 0

An(z, 2) 0 0 v Cu(z, 2)
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We recall that we need to prove that for all A\; > 0, not all zero, we can select linearly
independent rows from this matrix according to multiindex I, such that

2n

Z)‘]( Z plsmodd([‘]/2})+27Q(])) >Oa

=1 silis/dl=j
where Agj1 = 0if x; # y, ;) and Ag; = 0 if y,_(j) # Yr, (j+n)- Note that if y, ) =
Yr, (j+n) We have that 5] = —S55 in the same row block of A; and Cj. So for such j we can
transform matrix to eliminate S inside C; (by adding second column block to the first
inside C}, which does not change the rest of the matrix). Moreover we can add the first
column block to the second, and obtain that if y,_(;) = ¥, (j4+n), then we have zeros in the
second column block intersecting second row block inside A;. This allows us to separate
all second row blocks inside A; for such j from the rest of the matrix: we may choose to
select I(d — k) + k linearly independent rows from these column blocks separately from
the rest, where [ is the numbers of such blocks. Note that those blocks, after we drop zero
columuns, will join into matrix Dg(z1,...,2,)TH(21,...,2n), if Ty is bulit similarly to T
using matrices G and L, with some row blocks skipped and zero columns removed (some
rows in A; may have different sign, but it can be changed easily, without impacting
the linear independence of the selection). It means that according to our assumption
we may select rows from it to get that the part of sum that corresponds to Agj;, with
j taken from the selection, is positive (we can set all other A; in the assumption (16)
to zero). In the remainder of the matrix only one column block remain in A;, and it
contains S5(j, x5, yr, (j))Gj(Yr, (j)) in its first row block for all j. So now we can consider
all first rows blocks from all A; such that z; = y._(;), and determine that the selection
from such blocks can also be done separately if we choose to select I(d — k) + k rows
from these [ blocks. Moreover the submatrix for such selection is again has the form of
Ds(z1,...,20)TH (21, ..., 2,), with some row blocks skipped and zero columns removed.
It means that the part of the sum that corresponds to Ag;_1 for such j is also positive.
But the remainder of the sum is zero and the remainder of the selection of linearly
independent rows is always possible, so the Theorem is proved.

|

Remark 9. Note that the sufficient condition in Theorem 12 is much more complicated,
then it was in Theorem 3. This is because we wanted to take advantage of possible
interactions between f; in the applications, so such interaction had to be present in
our condition. It is possible to give a more simple sufficient condition with interaction
removed:

(17) Domp ) <D Qo m() +2-Q())i=1,....n

J#i i=1 1=
for all (y1,...,yn) € HN M, which provides the condition (16) in Theorem 12 and is
similar to the condition (6) in Theorem 3.

n d
1

Remark 10. In Theorem 12 the starting point of the process and the choice of ¢ do
not play any role, in the sense that our conditions provide the existence for any starting
points and any suitable 1. We do not know if it is possible to find weaker assumptions
than (16) such that they provide existence, but only for some starting points and/or for
a special choice of 1.

3.3. Applications. Some applications we presented for self-intersection local times,
namely Theorems 5, 8, 9 has their counterparts for intersection local times of inde-
pendent process, if we assume that all Y; have the same transition density. We will not
provide the details, only note that the condition (17) gives exactly the same conditions in
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all cases (except the conditions related to the multiplier ¢, which are not needed) for the
existence of intersection local times of independent process, as we had for self-intersection
local times.

Here we provide an interesting application for interaction between f; in the condi-
tion (16) of Theorem 12 in the case of Brownian motion on Carnot group.

Theorem 13. Let n =2, d = 3 and processes Y1, Yo are Brownian motions on Carnot
group as defined by (12) with | = 2 and Ly(z) = (1,0,22), La(x) = (0,1, —z1) for both
processes. If k =d =3 and at some point z = (21, 22) € R3 such that fi(z1) = fa(22) the
vectors Ly f1(z1), Lafi(z1), Lifa(22), L1f2(22) span the whole R, then there is § > 0,
such that for any 1 with suppy C {(y1,y2) : |[y1 — 21| < 9, |y2 — 22| < 6} and P (z1,22) >0
there is a nonzero limit of v-(¢, F,[0,1]?) in Ls.

Proof. Using Theorem 12 we can see that we only need to show that our conditions
provide the condition (16). We take S(x,y) = x~! ey, where e is a group action on R?
and 27! = —z is the inverse element to x in this group:

zoy = (21+y1, Tat+yo, T3+Ys+ oY1 —T1Y2), T 8y = (Y1 —T1, Yo—Ta, Y3—T3+T1Y2—T2Y1),

Then the results of [13] show that the inequality (14) holds with such S and p; = py =1,
p3 = 2, @ = 4. But for this S we obtain

1 0 0 0 0 0
0 1 0 0 0 0
_ =)z () 1 0 0 0
Ds(erza) =1 0 0 1 0 0
0 0 0 0 1 0
0 0 0 —(22)2 (22)1 1
and since we can also define (in terms of 3 x 3 blocks)
_ (fiz)?
(e = ()
then (again in terms of 3 x 3 blocks)
_ (A=) fi ()7
Datenzaiten 22 = (A A
where we denoted
1 0 0 1 0 0
Az)=1| 0 10 |,A Yz = 0 1 0
(zi)2 —(zi)1 1 —(2i)2 (zi)1 1

Note that Ly f1(21), Laf1(z1) are two first columns of f](z1)A(21) and L1 f2(22), L1 f2(22)
are two first columns of f5(z2)A(z2). Consequently the row 3 of Dg(z1, 22)TH(21, 22) is
orthogonal to both L; f1(21), Lo f1(21) and the row 6 of Dg(z1, 22)TH (21, 22) is orthogonal
to both Lj fo(z2), Lo fa(22), meaning that these two rows are linearly independent under
the conditions of the Theorem.

It follows that we can choose rows 3, 6 and one of the rows 1, 2 of Dg(z1, 22)Tr (21, 22),
that they are linearly independent (if both rows 1 and 2 can be written as a linear combi-
nation of rows 3, 6, then the rows 1, 2, 3 are linearly dependent, which is a contradiction).
This gives us coefficients 1, 0 near A\, A2 correspondingly in the condition (16) (the sum
of p; equal to 3 and 2 correspondingly). Similarly choosing rows 3, 6 and one of the
rows 4, 5 we obtain coefficients 0, 1 near A1, Ay correspondingly, which proves the con-
dition (16). O
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