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O. O. KURCHENKO AND O. O. SYNIAVSKA

CONSISTENT ESTIMATES OF THE PARAMETERS OF THE
MULTIPARAMETER FRACTIONAL BROWNIAN MOTION

The consistent estimators of the multiplicative parameter ¢ and Hurst parameter
H of the covariance function of the multiparameter fractional Brownian motion are
constructed.

1. INTRODUCTION

The multiparameter fractional Brownian Motion (MFBM) is a multiparameter Gaus-

sian random process {X g (t),t = (t1,...,tq)} with zero mean and covariance function
c 2H 2H 2H
(1) rits) = & (1P + sl — 1 = sl*) 1,8 € R,
where [|t]| = \/t7 + - - + t2 is the Euclidean norm of vector ¢ = (¢1,...,tq), H € (0,1) is

the Hurst parameter, ¢ > 0 is a multiplicative parameter. In the case of d = 1,¢ =1 this
is the fractional Brownian Motion with Hurst parameter H [5].

MFBM was studied by many authors. Thus the Hausdorff measure and multiple points
of the trajectories of MFBM are studied in the articles [6],[7]. The series expansion of
the MFBM is obtained in [4]. The problem of estimating the Hurst parameter arises in
applied models, is relevant and attracts the attention of many scientists in the field of
statistics. Thus, in the article [3] the strong consistent estimate of the Hurst parameter
H of the MFBM is constructed by using the Levy—Baxter theorems.

The problem of estimating the parameters ¢, H of fractional Brownian motion based
on observations with errors was studied in article [1].

2. PROBLEM STATEMENT
Observing fractional Brownian field { X (t1,%2), (t1,t2) € R*} at the points
{(k,5) € {0,1,...,n}},n>1,

we need to estimate the unknown parameters of the covariance function (1), such as the
multiplicative parameter ¢ > 0 and Hurst parameter H € (0,1).
For k,j > 1 we put

(2) AIX(ka]):X(ka])iX(kfla])a

(3) AX(k,j)=Xk-1,7-1)—-X(k—-1,j) — X(k,j— 1)+ X(k, ).

These increments of the stochastic field can be written as:
1

(4) AlX(km]) = Z(—l)aX(k—Oé7j)7

a=0
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1
(5) AX(kj) = Y (DX (k—a.j - B).
a,3=0
To obtain consistent estimates of the multiplicative parameter ¢ and Hurst parameter

H of the covariance function of the multiparameter fractional Brownian motion, we use
the following statistics:

(6) S = 5 30 (A X (),
kj=1
7) SO =5 3 (AX@E)

3. CALCULATION OF MEANS AND VARIANCES OF STATISTICS S,(Ll), Sr(f)

Lemma 3.1. The expected values of statistics S,(LU, Sﬁf) are equal to

(8) ES®M =g,
9) ES® =2¢(2-27).

Proof. To calculate the means of the squares of the increments (4)—(5) we apply the
formula (1) for the covariance function. For every k,j > 1 we get:

E(AX(k,j)* =E < > (D)X (k= an, §)X (k- 0427j)> =

al,azzo

1
S o e

0117042:0

1

E@AX(k7)7=E( Y ()™ X (k- a1, - Bi)x
at,B1=0

<D (C)RX (k- 0z~ o))

az,B2=0
e A 1
=LY )T Y (D (- )+ (B - o)) = 2e(2-27).
a1,61=0 az,B2=0
Therefore, we obtain equalities (8)—(9). The Lemma is proved. O

Lemma 3.2. The variances of statistics Sr(ll), ST(F) are equal to:

(10) Vars®H = = Z Z X (k1, 1) A1 X (k2, 52)))°

kl ,J1=1k2,ja=1

(11) VarS® = Z Z E (AX (K1, 1)AX (k2, j2)))*

kla]l 1k2,j2=1
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Proof. For the expected value of the product of random variables 7,72, 73,74, which
have a compatible Gaussian distribution with zero mean the next formula holds true

Emnansng = E(mne)E(nsna) + E(mins)E(nena) + E(nina) E(n2ns).

This formula is called the Isserlis formula. It is a partial case of the formula for the
expected value of the product of an even number of random variables with zero means
and jointly Gaussian distribution [2].

For the statistics ST(LU the variance is calculated as follows

VarS( = E (5’7(11))2 - (EST(S))Z —

. DS (B ((@1X k1)) (A1 X (2, 32))°) -

k1,j1=1k2,j2=1

(12) ~E (M X (k1 1)° B (A X (ks 2))° )

Since the multiparameter fractional Brownian motion is a Gaussian random field with
zero mean, then the random vector

(A1 X (K1, j1), A X (K1, 1), A1 X (K2, j2), A1 X (K2, j2))
has a jointly Gaussian distribution with zero mean. In the Isserlis formula, we put
m =mn2 = A1 X(k1,71), 13 = na = A1 X (k2, j2) and get an equality
(B ((@1X (k1 1)) (A1 X (k,72))°) = B (D1 X (k, 1)) B (D1X (ks 72))° =

= 2(E (A1 X (ki j) A X (ke 2))°
From this equality and equality (12) the equality (10) follows. Similarly, the equality

(11) is proved. The Lemma is proved.
O

Lemma 3.3. For the variance of the statistic 51(11), the following upper estimate holds:
o for H € (0,%):

82  16¢2H? & 1
Vars() < = + = 2 Z 220>
n n p,q=1 (p2 + q2)

e for H= %

8c?  16c2H?

Varsh < ==+ =22 (14 Zin (nv2));
n n 2

e for H € (%,1):

VarS®V < — +

8>  16¢2H? (1 92H-2,
( )

n n? 4H — 2)n2—4H
Remark 3.1. A double series Z;Oq:l W converges for v > 1.
Proof. Let us prove Lemma 3.3. For a natural number n, we put C,, = {1,2,...,n}*,

Ay = {(k1,j1, k2, j2) € Cnllka — k1| < Lor|jz — j1| =0},

By, = {(k1,j1, k2, j2) € Cy|lka — k1| = 20r|j2 — j1| > 1}.
Note that A, U B,, = Cp, A, N B,, = 0. Denote by card (M) the number of elements
of the finite set M. Let us count the number of elements of the set B,,. We have:

card {(ky, k) € {1,2,...,n}2| ks — k1| > 2} =n® —3n+2,
card{(jl,jg) = {172,...711}2’ lj2 — j1| > 1} =n%—n,
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hence
card (B,) = (n* — 3n 4 2)(n® — n),
card(Ay) = n* — card(B,,) = 4n® — 5n® +2n < 4n> n > 1.
Divide the amount on the right-hand side of equation (10) into two amounts. The
first sum will include terms with summation indexes (k1, j1, k2, jo) € Ay, and the second
sum with summation indexes (k1, j1, k2, j2) € Bn:

2 , .
Vars() = =1 > (B (A X (K1, j1) A1 X (ko 52)))? +
(k1,J1,k2,J2)EAL

2 . .
(13) +t3 > (B (A1 X (k1, 1) A1 X (b2, 52))°
(k1,j1,k2,j2)EBn
Let us apply the Cauchy-Buniakovsky inequality to estimate the first sum for the
mathematical expectation E (A1 X (k1,51)A1X (ka, j2)):

(B (A1 X (k1, 1) Ar X (s, 2))* < B (A1 X (k1, 1))° B (A1 X (k2, j2))°
In the proof of Lemma 3.1, it was established for every k, j > 1 that E (A, X (k,j))* =
c. Then
(B (A1 X (K1, 71) A1 X (Ko, 52)))° < 2

and
2

2 . . 2c
(14) -y > (B (A1 X (K1, 1) A1 X (s, j2)))* < —rcard(An) <
(k1,51,k2,j2)€AR
Estimation of the second sum of equality (13) is more complicated. First, we calculate
the expectation of the product of random variables Ay X (k1,71), A1 X (k2,j2), k,j > 1.
Using formula (1) for the covariance function, we obtain:

82
n

1

E (A1 X (k1,j1)A1X (k2,j2)) = (1) E (A1 X (k1 — o, 1) A1 X (ko — B, j2)) =
a,B=0
1
=z > (=1 (U = )+ 33)" + (k2 = B +53)" =
a,B=0

~ (ki —a—ke+ 8%+ (i —2))" ) =
= g( ((kl —ky = 1)*+ (i _j2)2)H -2 ((/ﬁ —k2)? + (j1 — j2)2)H +

. H
+ ((kl — ko + 1)2 + (]1 —]2)2) )
Further,
Z (E (A1 X (k1 j1) A1 X (ka, j2)))* =
(k1,91,k2,j2)€Bn
c? . \onH . \onH
=7 Z ( ((k1 = k2 = 1>+ (1 = j2)*) " = 2((k1 = k2)® + (j1 — j2)?) " +
(k1,91,k2,52)€Bn

(15) + (k1 = ko +1)2 + (1 — j2)2) " )2.

For (ki,j1,k2,j2) € Bn, let us put p = k1 — ka2,q = j1 —j2; 2 < [p| < n—1,
1 < |g] < n —1. The system of equations
{kl — k2 =p,
1—J2=4q
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with respect to (k1,j1, k2, Jj2) € By, has (n — |p|) - (n — |g|) solutions. Therefore
Spo= Y. (B(AX (kL) A X (k. 2))” =

(k1,J1,k2,j2)€EBn

:%7i:§i’“*ﬂ o=l (=1 + )" =20+ 7)1

+((er1)2+¢12)}1)2 =2> Y (n—p)(n—q) (((p— 12 +¢%)" -
p=2 q=1
(16) 2+ )" + (01 +0)" )

The expression

H H
(p—12+¢*)" =20+ AT+ (p+1)* + %)
is an increment of the second order of the function f(z) = (2% + ¢?)?,2 > 1 on the
interval [p — 1,p + 1]. Thus, there is an intermediate point 6, € (p — 1,p + 1) such that

flp=1) =2f(p) + flp+1) = f"(6p)-
A second derivative of the function f
(17) Fx) =2H (2H = 1)® + ¢°) (* + )" 2 e > 1.
It follows from equalities (15), (16) that
n—1ln—1 2 2\ 2
2H —1)0° +
(18) EBn:862H2ZZ(n—p)(n—q) (« ) p472?{) .
p=2 q=1 (9129 + 2)

| (2H —1)62 + ¢2| < 62 + ¢%, then

Since n — p < n,

n—1ln—1
27172, 2
Yp, <8cH™n ZZ 22H
p2q1
n—1ln—1
27172, 2
<8 H"n ZZ 2272H§
p2q1 )
n—2n—1
2772, 2
(19) S8 YD
plql

For H € ( ) the double series Zp =1 W converges, since 2 —2H > 1. So,
in this case

1
(20) Sp, < 8c2H?n? § -
p,q=1 (p +q )2 2

Now let H € [% ) Then we have:

—1 —

1
2-2H ~ 92—-2H Z 2 5 . oN2—2H"
v (2 +¢?) 2 v (P %)

pra>2
The first term on the right—hand side of the last equality does not exceed 1. We estimate
the second term using a double integral. We have:
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s 1 dzxdy
(21) Z 2—-2H S // 2—2H "
pat, (P +¢?) IsESin (a2 4 y?)
pTq

We calculate the double integral in the right—hand side of inequality (21) using the
transition to the polar coordinate system. For H = %:

dxdy r ™2dr
(22) /ﬁgwwégn{ o 5/1 — =5 n(nv2).

x2>0,y>

If H € (%, 1), then

(23) dxdy T w2 gy T 22H—-1 1
1<yt <ot (g2 42220 2 ), P S Y 4 — g Al

x>0,y>0
From the relations (13), (14), (20)—(23) it follows the statement of Lemma 3.3. The
Lemma is proved. O

Corollary 3.1. The following upper bounds for the rate of convergence of the sequence
VarSy" hold:
o for H € (O, %] :

VarS,(Ll) =0 <1) , M — 00;
n
o for H € (%,1):

1
VCL'I"ST(LD =0 (n4_4fl> , M — OQ.

Lemma 3.4. The variance VarS,(LQ) satisfies the following inequality:

482 2PK? & 1

(24) Vars® < = 4+ £ 2% o>,
n n pqul (p2+q2)

where

K=4 H(1— H)(H?-TH +11)).
ngf?ﬁ]( ( )( +11))

Proof. At the beginning, let us put C,, = {1,2,...,n}* n > 1;
Ay = {(k1,j1, k2, j2) € Cul [k2 — k1| < Tor|jo — j1| <1},
By = {(k1,j1, k2, j2) € Cn| k2 — k1| = 20r|j2 — j1| > 2}.
Note that A, U B,, = Cy, A, N B,, = (. Let card (M) be the number of elements of
the finite set M. Let us count the number of elements of the set B,,. Since
card{(k1, k2) € {1,2,...,n}?|[k2 — k1| > 2} =n® = 3n+2,
then
card(B,) = (n* — 3n +2)?,
card(A,) = n* — card(B,) = (3n — 2)(2n? — 3n +2) < 6n®,n > 1.
Now, divide the amount on the right-hand side of equation (11) into two amounts.

The first sum will include terms with summation indexes (k1,j1, k2, j2) € Ay, and the
second sum with summation indexes (k1, j1, k2, j2) € Bn:

2 . .
VarSP = = Y (E(AX (ki j)AX (e, 2))° +

(k1,91,k2,j2)€AR
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2 . .
(25) t Z (E(AX (k1,j1)AX (k2, j2)))*
(k1,91,k2,j2)€Bn

The first sum is estimated using the Cauchy—Buniakovsky inequality for mathematical

expectation E (AX (k1, j1)AX (ke, j2)):
(E (AX (K1, j1)AX (k2, 52)))* < B (AX (k1, 1)) E (AX (s, j2))*
In the proof of Lemma 3.1, it was established that for every k,j > 1:
E(AX (k,j))? = 2¢(2 — 2).

So
(E(AX (k1, j1)AX (k2, 52)))* < 4c*(2 — 2?2
and
@) 2 Y (BAX(h AKXk i) < S i, < B2

n . .
(k1,J1,k2,j2)EAR

Let us proceed to the evaluation of the second sum of the right—hand side of equality
(25). First, let us calculate the mathematical expectation of the product of increments
AX(k1,j1), AX (k2 j2), k, j > 1. We get:

E(AX (k1,71)AX (K2, j2)) =

1 1
E{ Y ()"PAX (ki —angi—B) Y (FD)™TRAX(ky —as, 2 = o) | =
a1,81=0 az,B2=0
c ! ! H
= 3 Z (_1)a1+51 Z (_1)a2+52 ( ((k'l _ a1)2 + (Jl _ ,81)2)
a1,B1=0 az,B2=0

+ ((k‘z —ag)? + (jo — 52)2)H - ((k2 —kitas—a1)?+ (2 —j1+ B2 — 51)2)H> =

1 1
= —g doo(mpmth YT (1)t (((k‘z — k1 +as —a1)’+

a1,41=0 az,B2=0
. . 2 H
(2 =1+ B2 = B)?) )

Let us put p = ko2 — k1,9 = j2 — j1, 2 < |p|, |g| < n — 1. After summing similar terms
in the last expression for E (AX (k1,j1)AX (ke,j2)), we get:

B (AX (k1 j)AX (k2. j2)) = =5 (0= 12+ (4 = D) + (-1 + (g + 1) " +

F((p+ 2+ a1 + (p+ 12+ @+ 1)) =22+ (- 1)?)" -
2+ +1)" 2012+ —2(0+12+) + 4P+ ).
Consider the function

H
flay) = (2 +y*)" (zy)elp—Lp+1x[g—1q+1]
It is not difficult to verify by direct integration that

y+1 r+1 64
/ dy/ dt/ / 528t2 =

= (=12 +@-0)"+ (- 02+ @+ 13"+ (+ 1+ (@- 1)+
e+ D2+ g+ D) 2+ (@12 —2(* + (¢ + 1)) -
*2((p*1)2+q2)H*2((p+1)2+q2)H+4(p2+q2)H)-
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z+1 a4f S t
E(AX (k1 1) AX (K2, 72)) =—/q ldy/ dt/ / 952082

The partial derivative of the fourth order is equal to

" f(z,y)
0x20y?

So,

H-2

=4H(H - 1) (22 +2) " 2 4+ 8HH - 1)(H - 2) (2 +*)" 7+
16222 H(H — 1) (H — 2)(H — 3) (2% +¢?)" .
To evaluate this partial derivative, we apply the inequality
1
22y < 1 (z? +y2)2, x,y € R.

Then for p,q > 2
0'f(z.y)| _
0x20y? | —
2

<4H(1 - H)Y(H? - TH +11) (p— 1)> + (¢ — 1)?) " <
<K ((p-1%+- )"

where K = 4dmaxpep,1) (H(1— H)(H? — 7H 4 11)).
Therefore, for p,q > 2

ax
(z,y)€lp—1,p+1]x[g—1,q+1]

2H—4
(0(pa)* <K ((p—1)°+(q—1)°)7" .
Similarly as in the proof of Lemma 3.3, the next equality is justified

Z (E (AX (k1, 1) AX (k2, j2)))* =
(k1,1,k2,j2)€Bn

n—1
C2

=SS -l (= la) (0(0))”
Ipl;lq|=2
Since the value o(p, q) is invariant with respect to changing the signs of the variables
P, q, then
S (BAX(k1j)AX (ks j2))* =

(k1,J1,k2,j2)EBn

4;22 n—p)(n—q) (o(p,q)*.

P,q=2
So,

2 . .

v > (E(AX (k1, j1) AX (k2, 52)))° <
(k1,51,k2,52)€Bn

22K? 2 1 22K? & 1
(27) S n2 Z 2 2 4—2H < nQ Z 2 2 2"
e (P—1)2+(¢—1)%) v (P2 +¢?)

The inequality (24) follows from relations (25), (26), (27). The Lemma is proved.
O

Corollary 3.2. For all values of the Hurst parameter H € (0,1), the following upper
bound for the rate of convergence of the sequence of variances VarS,(LZ) holds:

1
VarS® =0 () , M —> 00.
n



CONSISTENT ESTIMATES OF THE PARAMETERS OF THE MFBM 39

4. CONSISTENT ESTIMATES OF THE MULTIPLICATIVE PARAMETER ¢ AND THE HURST
PARAMETER H

Theorem 4.1. The statistics

~ . 52
Co =80 and H, =log, (2 - W)n >1
2

n
are consistent estimators of the multiplicative parameter ¢ and the Hurst parameter H,
respectively.
Proof. From Consequences 3.1 and 3.2 follow the following convergences

S ¢ 82— 9¢(2 — 2H)

with probability one as n — oco. Then

ﬂ):H

~ ~ 2
C, —c¢ and H, —log, (2 - at
2c
with probability one as n — oo. The Theorem is proved. O

Theorem 4.2. The statistics
(2)

5 _ o 7o L T
Co= 88 and Hy =logy (2 25 )0 21

are strongly consistent estimators of the multiplicative parameter ¢ and the Hurst
parameter H, respectively.

Proof. The following upper bounds for the rate of convergence of the sequence Sé}% Séi)
follow from Consequences 3.1 and 3.2:

1 3
Vars$) = o <2n) ,n—o0 for He <0, 4] ;

(1) _ 1 3.
V(M"52n = O <2n(44]{)) , N — 00 fOT’ H € (4, 1) ]
VarS? =0 (), n—oc forall He(01)
arSy, = on |0 fora ,1).
From these relations follows the convergence of the series
Z VarSSL), Z VarSé%)
n=1 n=1

for all H € (0,1). As a result, SSL) — ¢ and Séi) — 2¢(2 — 2 with probability one as

~ ~ )
n — oo. Therefore, C,, — ¢ and H,, = log, (2 — QS;('i)) — H with probability one as
ari

n — 0o. The Theorem is proved. ([l

5. CONCLUSION

In this article we obtained the consistent estimators of the multiplicative parameter c
and the Hurst parameter H of the covariance function of the multiparameter fractional
Brownian motion.
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