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A. V.IVANOV AND V. V. HLADUN

ON UNIFORM STRONG LLN FOR WEIGHTED LEVY-DRIVEN
LINEAR PROCESS AND ITS APPLICATION TO STATISTICAL
INFERENCE

In the article the averaged integral of the Lévy-driven linear process weighted by the
complex exponential of a polynomial with real coefficients is considered. It is proved
that uniformly over all real coefficients values of this polynomial such an averaged
integral tends to zero a.s. It is also shown how the result obtained can be used to
prove the LSE strong consistency of the chirp signal parameters.

1. INTRODUCTION

First of all, we will define a linear Lévy-driven stochastic process (see, for example,
Ivanov, Leonenko, and Orlovskyi [8]). Let (2, F, P) be a complete probability space.
A Lévy process L(t), t > 0, is a stochastic process on (Q,F,P) with independent
and stationary increments, continuous in probability, with trajectories which are right-
continuous with left limits (cadlag) and L(0) = 0. For a general theory of Lévy processes
we refer to Sato [12] and Applebaum [2].

Let (5,7,II) denote a characteristic triplet of the Lévy process L(t), t € Ry, that is
forallt € Ry

(1) InEexp{izL(t)} = ts(z),
(2) #(z) =iz — %722 +/ (e — 1 —iz7(u)) I(du), 2 €R,
R
where 8 € R, v > 0, and
ouu[ <1
7(u) = Tl lu > 1.

The Lévy measure II in (1) is a Radon measure on R\{0} such that II({0}) = 0, and

/min(l,uQ)H(du) < 0.
R

The process L(t) has finite ¢th moment for ¢ > 0 (E|L(¢)|? < oo) if and only if

3) / [T (dur) < oo,
jul>1

and L(t) has finite pth exponential moment for p > 0 (Eexp{pL(t)} < oo) if and only if

(4) / eP*II(du) < oo,
lu>1

see, for example, Sato [12], Theorem 25.3.
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If L(t), t € Ry, is a Lévy process with triplet (8, v, II), then the process —L(t), t € Ry,
is also a Lévy process with characteristics (—£,,II) with IT = II(— A) for any Borel set
A. Then we modify it to be caglad (Anh, Heyde, and Leonenko [1]) and introduce a
two-sided Lévy process L(t), t € R, defined for ¢ < 0 to be equal an independent copy of
—L(-t).

Let a : R — R be a measurable function. Consider the linear stochastic process

(5) e(t) = /d(t —s)dL(s),t €R,

R

assuming & to be a real valued function, and besides
(6) a € Li(R)NLy(R) or a € Lo(R) with EL(1) = 0.

Under the conditions (6) and

/UQH(du) < o0,
R

the stochastic integral in (5) is well-defined in the sense of stochastic integration intro-
duced by Rajput and Rosinski [10].
The popular choices for kernel a in (5) are Gamma type kernels:

(i) a(t) = t"e Mg oo)(t), A> 0, > —4;
(it) a(t) = e 1}y o) (t), A > 0 (Ornstein-Uhlenbeck process);
(iii) a(t) = e~ Mt X\ > 0 (well-balanced Ornstein-Uhlenbeck process).

In the text of the article it will be used the following condition.

A. EL(1) = 0; a = sup,crla(t)] < oo; ||al| = [la(t)|dt < oo, and the measure II
satisfies (4) for some p > 0.

For arbitrary ¢ € N consider the family of polynomials

(7) Py(t) = byt + bot® + ... + byt?,t € Ry,
with coefficients b(9) = (by, ..., b,) € R7.

Theorem 1.1. If the condition A is met, then for any ¢ € N

T

(8) ¢r= sup |T7! /exp{—qu(t)}E(t)dt =0 a.s., as T — 0.
b(a) eRa

The proof of such an uniform strong LLN for ¢ = 1 and various stochastic processes ¢
has been obtained by many authors in connection with the problem of detecting hidden
periodicities (see, for example, Ivanov et al. [9]). For ¢ = 2 and Gaussian strongly or
weakly dependent processes the uniform strong LLN is proved in Ivanov and Hladun [4]
and this result is used to prove LSE strong consistency and asymptotic normality of the
multiple chirp signal parameters (Ivanov and Hladun [4], [5]).

The proof of Theorem 1.1 is located in the Section 2. This theorem gives a positive
answer to prof. A. Yu. Pilipenko question asked in the seminar "Malliavin Calculus and
its Applications" during the authors report "Asymptotic properties of the LSE for chirp
signal parameters" on March 12, 2024 (see on YouTube) on the proof of uniform strong
LLN for polynomials P,(t) of orders ¢ > 2.

In Section 3, two theorems are formulated on LSE strong consistency for multiple
chirp signals parameters in the models with noise of the type (5), and their proofs are
based significantly on Theorem 1.1 similarly to Ivanov and Hladun [4], [6].
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2. PROOF OF THEOREM 1.1

Introduce the notation
(9) e =]Jc| D uw+t],
B pEB-
where product occurs over all subsets B, of the set {1,2,...,q}. Then
(10) Ee,(t) —EHes Zup+t € Zup+s ,
B, pEDB, PEB,.
and product in (10) contains 2971 factors.

Lemma 2.1. Let the condition A be satisfied. Then for any ¢ € N

q—1 )
gr<][2*
=0
(11)

T T T T T
w | 7 (a+2) / / / / / |Eeq(t)eq(s)|dtdsduy...dusdu,
0 0 0 0 0

(ur)  (u2)  (ug) (1) (s)

Proof. Let’s carry out a detailed proof for ¢ = 3. The proof for arbitrary ¢ € N is
absolutely similar, but is much more cumbersome, and we will pay attention only to the
key points of such a proof.

Consider the cubic polynomials Ps(t) = byt+bot?+bst?, t € Ry, b3) = (by, by, b3) € R,
and write down

2~ 4

T

(12) &7 = sup T_l/exp{—in(t)}a(t)dt .

b(3) eR3
0

Denote the expression under the supremum sign by n37. Then

S 2//exp{—i(P3(t)—Pg(s))}e(t)e(s)dtds
0 0

(13) :T*Q//+T*2 //:11+12.

t>s t<s

Making the change of variables t — s = u;, s = s, and then denoting s’ again by the
letter s, we get obviously

2:u%+2u15, t—s=u.

3 — 8% =ud + 3uls +3uys, t*—s
Then

(14) Py(t) — Ps3(s) = Ps(uy) + 3bzuis® + (3bzui + 2bouy)s,
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and
T T—uy
|| =772 /exp{—in(ul)} / exp { —i(3bsu1s® + (3bsui + 2bouq)s) }
0 0
x (s 4 up)e(s)ds | duy
T T*’u,l
(15) < T72/ / exp {fi(3b3u152 + (3bsu? + 2bouy)s) } (s + up)e(s)ds| dusy.
0o lo

Renaming variables t to s, and s to t in the integral I> we obtain similarly

T T—uy
|| = T2 /eXp {iP5(u1)} / exp {i(3b3u182 + (3b3u% + 2b2u1)8)}
0 0
x (s +up)e(s)ds | duy
T T*’u.l
(16) < T_2/ / exp {i(3bsu1s® + (3bsul + 2byu1)s) } e(s + ur)e(s)ds| du.
0ol0

Let’s take (s + u1)e(s) = e1(s). Then from (15) and (16) it follows
T T—uq

E¢2, <2772 / E sup / exp {—i(3b3u182 + (3bsu? + 2bouy)s) } e1(s)ds| duy
(b27b3)6R2
T Tful T*’ull
<212 / E sup / / exp {—i(3bguy (t* — %) + (3bsui + 2bauy ) (t — 5)) }
r (bz,bg)GRz )

(17)

N

X 81(t)€1(5)dtd$ d’Uq.

Rewrite double inner integral in (17) again as
T—uy T—uq

(18) / / Z//+//=Iz1+122-
0 0 t>s t<s

Making the change of variables t — s = ug, s = s’ — s in the integral I51, we obtain
3bsuq (t2 — 52) + (3b3u% + 2b2u1)(t — S) = 3bsuy (u% + QUQS) + (3b3u§ + 2b2U1)U2,

that is
T—uq
|121| = / exp {—i(3b3u1u§ =+ 3b3U%U2 + 2b2U1U2)}
0
Tfulfug

X exp {—i(6bsuiugs)} e1(s + up)e1(s)dsdusy
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T—uy | T—up—us
(19) < / / exp {—i(6bsuiuss)}e1(s + ug)er(s)ds| dus.
0 0
Similarly,
T—uy | T—uy—us
(20) [Too| < / / exp {i(6bsuiugs)}te1(s + ug)er(s)ds| dus.
0 0

Using notation e5(s) = e1(s + uz)e1(s), from (17)-(20) we arrive at the inequality

T—uy T—us
E sup / exp { —i(3bgur (t* — s%) + (3bzui + 2baus ) (t — 8)) } e1(t)e1(s)dtds
(b2,b3)€R? 0
(21)
Ty T—y —ug T—u1—usz 3
<2 / E :u% / / exp {—i(6bsuiua(t — s))} e2(t)ea(s)dtds | dus.
0 o< 0 0

As before, we will make a change of variables t — s = us, s = s’ — s in the double
integral under the square root sign in the right hand side of (21):

T—uy—us T—ui—us

(22) / / exp {—i(6bsuius(t — s))} ea(t)ea(s)dtds = //+// = I31 + I30.

0 0 t>s t<s

We put €3(s) = e2(s + uz)ea(s) and get the following majorant:

Ty —us T—u1 —us—us
E sup |I31| = E sup / exp {—i(6bsujususz)} / e3(s)dsdug
bs€R bs€R J
T—uy—us | T—uy—uz—ug
< E / e3(s)ds| dug
0 0
T—wuy—us / T—u1—us—us T—u1 —us—us 3
(23) < / / / Ees(t)es(s)dtds | dus.
0 0

For E sup |I32| we get the same upper bound.
bsER
Collecting formulas (12)-(23) we derive the following inequality

Nl

T T*’U.l Tfulf’UQ T*Ulfugf’ug Tfulqufu?,
E¢3, <272 / 2 / 2 / / / Ees(t)e3(s)dtds
0 0 0 0 0

(24)

Nl
NI

X dU3 d'LL2 dul.



ON UNIFORM STRONG LLN FOR WEIGHTED LEVY-DRIVEN LINEAR PROCESS 11

Taking into account the notation e3(t), e2(¢) and e1(¢) we get (see also (9))
e3(t) = ea(t + ug)ea(t) = e1(t + us + u2)er (t + ug)er (t + uz)er (t)
= e(ug + uz + ug + t)e(ur + ug + t)e(ug + us + t)e(uz + us +t)
x e(uy + t)e(ug + t)e(us + t)e(t).
Thus in (24) the expectation
Ees(t)es(s) = Ee(uy + uz + us + t)e(ug + uz + t)e(ur + ug + t)e(uz + us + t)
X e(uy + t)e(ug + t)e(us + t)e(t)e(ur + ug + ug + s)e(ur + uz + s)e(ug + us + s)
(25) X e(ug +us + s)e(ur + s)e(uz + s)e(us + s)e(s)

is the 16th mixed moment of the process ¢ values.
From (24) a rougher inequality follows:
(26)

Nl

1
. 1
T T 3 2

T T T
E€§T < Q%Tfl/ Tﬁl/ Tﬁl/ T72//|E63 |dtd$ dU3 dUQ dul.
0 0 0

0 0

Making in (26) changes os variables t — Tt, s — T's, u; — Tu;, i = 1,2,3, we obtain

1
. 1
1 3 2
2

1 1 1 1 1
(27) E¢2, <27 / / / / / Ees(Tt)es(Ts)|dtds | dus | dus | dus.
0 0 0 0 0

Let’s apply to (27) Holder’s inequality

0/f(ﬂc)ldsc < 0/|f(x)|pd:c

3 times, first with respect to uz and p = 2, next with respect to us and p = 4, and finally
with respect to u; and p = 8. In the end it turns out

1
P

ool

1 1 1

11
(28) Eng < 2% /////|EE3 Tt 63(TS)|dtdeU3dU2dU1
0 0

0 0
Next we will sequentially make reverse changes of variables Tt — t, T's — s, Tu; — u;,
i =1,2,3, and receive the inequality

1
T T TTT 8

(29) E¢Z, <23 [ T7° / / / / / |Ees(t)es(s)|dtdsdusdusduy
0O 0 0 0 O

The question arises how to obtain an inequality (11) similar to (29) for an arbitrary
g € N. The expression similar to the 1st row in (13) is

T T
(30) ngT = T*2/‘/exp {—i(Py(t) — Py(s))} e(t)e(s)dtds.
0 0

First of all we have to represent properly the differences t7—s9,...,t*—s*, to separate terms
containing just powers of t —s = u and terms containing both variables u and s. It will be
a generalization of the relation (14). Note that t9—s? =u ((u+s)7' + (u+5)7 25+ ...
+(u+ s)s972 4+ s971), and so on. This will lead to inequality similar to (17), where the
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coefficient by is absent. Then we must take another ¢ — 1 steps to successively get rid
of the coefficients bs,...,b,. In final analysis we will derive the inequalities similar to
(26)-(29), and inequality (29) for general ¢ to be of the form (11). O

The next step in the proof of Theorem 1.1 is to estimate the right hand side of the
inequality (11).
From the condition A it follows (Anh, Heyde, and Leonenko [1]) for any r € N (see

(D) (2))
(31) InEexp iszs(tj) :/% szd(tj—x) dz.
J=1 J=1

R

In particular, from (31) it can be seen that e is strictly stationary process. Denote by

my(ty, ..., ty) = Ee(ty)...e(tn),

O
(32) CT‘(t17"'7tr) =1 WlnE exp ZZ]

z1=...=2z,=0
the moment and cumulant functions correspondingly of order r of the process €.
The explicit expression for cumulants of the stochastic process ¢ can be obtained from
(31) by direct calculations:

(33) er(ty,onty) :dT/Ha(tj — z)dx
R J=1

where d, is the rth cumulant of the random variable L(1). From equation (1), taking
t = 1, one can find under condition A: d; = 0, dy = EL?(1) = —"(0), d3 = EL3(1),
dy = EL*(1) — 3(EL?(1))?, and so on. Note also that ma(t1,t2) = ca(t1,t2) = B(t; —t2),
where

(34) B(t) = dg/d(t + 2)a(x)dz, t € R.
R
Let T ={1,2,...Q}, I, = {i1, ..o, } C I, e(I,) = 1, (ttl)

m(I) = mg(t1,...,tg). Then the following Leonov-Shiryaev formula is valid (see, for
example, Ivanov and Leonenko [7])

(35) => H (I

Ar p=1

T
where > denotes summation over all unordered partitions A, = { U Ip} of the set I
A, p=1

into the sets Iy,...,I, such that I = |J I,, , NI; =0, i # j.
p=1

Lemma 2.2. The fulfillment of condition A entails for any q € N the relation
(36) EZ, =0T 2"), as T — oo.

Proof. As before, we will consider in detail the proof for ¢ = 3 and apply the formula
(35) for @ = 2971 = 16 to integrand expression (25) in (29), namely: the 16th mixed
moment of the process € values can be represented as a sum of products of the process
€ cumulants, which, in turn, can be divided into 55 sets in accordance with the orders
of cumulants in these products (see Appendix 1). Each product of cumulants in each of
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these 55 sets, using condition A, can be estimated in a special way. Bellow we give an
example how this should be done.

Example 2.1. Consider the product cg()ca()es()es() and use the formula (33). Then
we can estimate the 6th cumulant as |cg()| < |dg|a®||a||. Similarly |cs()| < |da|a®||a]], for
the 1st cumulant of the 3rd order |c3()| < |d3|a®||a]|. The second cumulant of the 3rd
order (the last cumulant of the given product) can be bounded as

(37) les()] < |d3|/|&(...—x)d(...—q:)d(... —2)|dz < \d3|a/|&(...—x)|\d(... — z)|dz,

where 3 dots mean some sums of variables from formula (25). In the 1st and 2nd factors
under the integral sign in the right hand side of (37) the variable sets V7 and V, from the
set V = {t, s,u1,u2,uz} do not coincide. If V; C V5, then we just rearrange the factors.
In any case in the old or new the 1st factors we can specify a variable that is missing
in the 2nd factor. Suppose, for example, the 1st and the 2nd factors are of the form
a(...+t—x) and a(... + s — z) correspondently. Then by Fubini theorem

T
(38) / /\&(...—Ft—x)Hd(...+s—m)\dm dt < \|&\|/|&(...+s—x)|dw§ l|a||?,
0 \R R
and therefore the fivefold integral in (29) corresponding to the given product of cumulants
can be bounded by the value |dgdy|d2a'!||a||>T* (see the 35th row in Appendix 1).
Let d = max|d;|, i = {2,3,...,2971 — 2,291} for arbitrary ¢ € N. If ¢ = 3, then
d = max|d;|, i = {2,3,...,14,16}. Let’s majorize in each row of the Appendix 1 table

each value |d;| by d. After this one can notice that all the estimates on the right side of
the Appendix 1 table split into 23 = 8 types:

(39) A 1a 6| T, j=2,9.

The terms (39) are present in the estimate of integral in formula (29) with some integer
coefficients, and their calculation for ¢ = 3 is not included in our plans. Instead, we are
going to write a rougher but manageable bound by counting the total number of terms
in formula (35) provided dq = 0. Generally speaking, the sum (35) contains By terms,
where Bg is the Bell number, i.e. the number of all possible unordered partitions of an
Q-element set (see, for example, Rota [11]).

Let B,,, m > 1, be the Bell numbers, S,,, be the numbers of unordered partitions of
the set {1,2,...,m} into subsets that do not contain singletons. Put by definition Sy = 1.
Then

(40) B =Y ChSm_j, Sm=DBmn—Y C}Sm_;.
j=0 j=1

Using recurrence relation (40) we write the first @ = 16 numbers S,,, in Appendix 2 to
serve the case ¢ = 3.
Thus, taking into account the above reasoning, we can write the following bound:

9 8
ey <27 | S ) (¢ 'a'"]jall) | 775,
j=2
16 = , 16 ~ lo. see Appendix 2).
41 Sye = 1216 070 380, /Sig ~ 13.665 (sce Appendix 2
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Passing to an arbitrary ¢ € N and subjecting formulas (10), (11) to similar processing,
we obtain the general rough but observable inequality proving Lemma 2.2:

2—4

-1 2741 - B
(42) E§§T < H 22 [ Suns E (d]_lClQﬁl_]HdH]) T
i=0 j=2

In particular, the last inequality is correct for ¢ = 2 as well, namely:

1

5 4
(43) Ee3p <2 [ S (¢ 'a*lalf)) | T7F, Ss =715
j=2

However in the next section of the paper we will offer a more accurate estimate for ¢ = 2.
The last part of Theorem 1.1 proof is standard (see, for example, Ivanov and Hladun
[4]). Returning to inequality (42) we take T,, = n® with number o > 2?. Then

(oo}
> Engn < oo, and &g, — 0 as., as n — oo. Consider the sequence of random
n=1
variables
o= sup  |§r — &,
TnST<Tn+1
T T’!L

= sup sup T*I/exp{fqu(t)}s(t)dt — sup T;l/exp{fqu(t)}s(t)dt
Tn<T<Tn+1 |ble)€RY b(a) eRg

T Ty

< sup sup T_l/exp{—qu(t)}a(t)dt -7t /exp{—qu(t)}e(t)dt
Tn§T<Tn+1 b(a) R4 0 5

<  sup [ sup (77! —Tn_l)/exp{—qu(t)}s(t)dt

T <T<Tpi1 | b(@)€Ra J
T
+ sup |[T7* /exp{—qu(t)}e(t)dt ]
b(a) eRa
Tot1
<D 4T [ a0l = G+ G
Tn
Obviously, (,1 — 0 a.s., as n — co. On the other hand,
Trt1 Thyr 9
E¢ay =T, 7 / / Ele(t)e(s)|dtds < B(0) (T”“TT") =0(n?),
Tn Ta "
since according to condition A and formula (34) B(0) < dpal|a||. Thus, § E¢Z, < oo,
n=1

and (,2 — 0 a.s., as n — oo.

3. SOME STATISTICAL APPLICATIONS FOR ¢q = 2

First of all, we will clarify inequality (43). Application of formula (35) to (10) and
(11) for ¢ = 2 gives us the following sum of cumulants:

1) cg() — 1 term; 2) cg()ea() — 28 terms;  3) ¢5()es() — 56 terms;
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4) c4()ea() — 35 terms;  5) ca()ea()ea() — 210 terms;  6) c3()es()ea() — 280 terms;
7) c2()ea()ea()ea() — 105 terms.

Using the notation introduced above, we get

(44) E¢Z, < H\T™ 3,

Hy =2 <|dg|a6||&||2 + 28|dg|doa||a| > + 56|dsds|a®||a||* + 35d3a°||al|®
1

+ 210/ds|d3a* |al[* + 280d3dza* ] |* + 105d3a° ] )"

1
< 2% (da%|al|® + 119d2a®||a||> + 490d%a*||a||* + 105d%a®||a||°)* = Ho.
So,
(45) E¢Z, < HoT 1,

and moreover 1+ 119 + 490 4+ 105 = 715 = Sg, that is Hs is less than correspondent
constant in (43). Unfortunately for ¢ > 3 such an improvement of the constant in
inequality (42) is too complicated if we use this method of Theorem 1.1 proof.
Next we are going to show how Theorem 1.1 can be used to prove the strong consistency
of LSE of multiple chirp signal parameters (see Ivanov and Hladun [4], [5], [6]).
Suppose we observe a stochastic process

(46) X(t)=g(t,0°) +e(t), teRy,

where
N

(47) g(t,0°) =" (AYcos (¢9t + ¢9t%) + BY sin (45t + 49¢%)) ,
j=1

(48) 90 = (A(1)7B?7¢g_))w§_)7'?A9V7B§)V7¢?V’w?v) )

(A0)2 (30)2 >0,j=1,N;e={e(t),t € R} is a Lévy-driven linear process described in
the Section 1 of the paper. Assuming that the true values of amplitudes AO BO, j=1,N,
are different numbers and the true values of frequencies d)j, j=1,N, and chirp rates 111?,
j =1, N, are different positive numbers, we arrange the chirp rates ¥* = (¢/9,...,4%) in
increasing order and suppose

WO e W(, ) = { = (Y1, .., ¥n) ERN 10 < <py < ... <thy <P < 400} .
In turn, we introduce also the parametric set
(¢aa):{¢:(¢l7"'7¢N):OSQ<¢j <$<+Oo7j:17N}a

and ¢° = (qﬁ(f, ...,¢9\,) € <I>(@$) B
Consider monotonically non-decreasing family of open sets ¥ C ¥ (@, 1/)) , I > Ty >
0, containing vector ¢°, such that |J ¥ = \Tl,\flc = v¢ (@, E), with the following

T>To
properties
B.1 inf T2 (Y41 —Y;) — T — oo;
) 1§jgbV—1 (¢U+ﬂ dﬁ) —+00, as 003
YeEV T
2) inf T?i; — +oo, as T — o0,
YeVr

Definition 3.1. Any random vector

(49) Or = (Avr, Bir, ¢17, Vi1, oo, AN, BNT, ONTS UNT)
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such that it is a point of the functional
T

(50) =7 / t,0)]% dt
0

absolute minimum on the parametric set ©% C R*M, where amplitudes A;,B;,j = 1, N,
can take any values and parameters (¢,) take values in the set (¢, ¢) x W, T' > Ty >
0, is called LSE of the parameter 6°.

Theorem 3.1. Let the conditions A and B be satisfied. Then LSE 01 is a strongly con-
sistent estimate of vector parameter 6°, namely: Ajr — Ag?; Bjr — B?, T (¢jT _ ¢g)) =
0, T2 (Yjr —¢9) = 0 a.s., as T — o0, j =1,N.

Proof. The use of Theorem 1.1 for ¢ = 2 and (b1,b2) = (¢, ) leads to the fact that the
proof of Theorem 3.1 does not differ from the proof of Theorem 1 in Ivanov and Hladun
[4]. O

Consider again the observation model of the type (46) with the random noise ¢ from
the Section 1 but with another regression function

(51) g(t,0°%) = Z cos (;50 + B? sin(q&?t) + C;-J COS(l/}?t2) + D? sin(wjo-t2)) .

j=1
Statistical model of the type (46) with function (51) is said to be a multiple chirp-like
signal (see Grover, Kundu, and Mitra [3]) with unknown vector parameter

(52) 90 = (A?7B?7¢?7C]97D?71/)?7 "'7A9V7B?V7¢9V)C%7D?V7w?v) )

(A?)2 + (39)2 > 0, (CJQ)2 + (D9)2 >0, j =1, N. Let us assume that the amplitudes Ag,
B;.), C’JQ, D?, j =1, N, are different numbers and the frequencies gb(;, 7 =1, N, and chirp
rates w?, j =1, N, are different positive numbers that forms monotonically increasing

sequences. For some fixed numbers 0 < ¢ < ¢ < +00, 0 < P < 1) < 400 consider the
sets

U, ¥) = {tp = (Y1, ..., ¥vn) €RY 1 <9y < ... <y < ¥},

(53) (¢, 0) = {¢p=(¢1,....,0n) ERN 1 ¢ < $1 < ... < pn < b},
such that ¢° = (¢1,...,¢n) € (¢, 9), ¥° = (Y1, ..., ¥n) € (Y, 7).

Consider monotonically non-decreasing families of open sets & C ® (g, 5), Ur C

c
v (1/1,@), T > Ty > 0, containing vectors ¢°,1/%, such that ( U <I>T> = o° (¢,$),
- T>To -

c
( U \I/T> = ¢ (g, E), with the following properties

T>T,
-1) | _jnf 1~ &), inf T T oo
C.1) 1<J13 T (¢j41 ¢J)7¢len@% ¢1 — +oo, as T — o0;
PEDT
2) 1§ji£]fvﬂT2 Wi+1 = ¥5) wien‘lf% T%*p; — +oo, as T — oo.
bEVS,

Definition 3.2. Any random vector

(54) Or = (Air, Bir, ¢17, Cir, D, 175 ooy ANT, BNTs O8nT, CNTy DN, UNT),

that minimizes the functional (50) with function g(t,6) given by (51), on the parametric
set ©F C RON  where amplitudes Aj, Bj, Cj, Dj, j = 1,N, can take any values and
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parameters ¢;,1;,j = 1, N, take values in the set ® x W5, T > Ty > 0, is called LSE
of the parameter 6° given by (52).

Theorem 3.2. Let the conditions A and C be satisfied. Then LSE 01 is a strongly con-
sistent estimate of parameter (52) in the sense that Ajr — A(}, Bjr — B?, T ((;SjT — (;SJQ)
— 0, Cjr — C?, Djr %D?, T2 (%‘T 777/19) —0as.,asT —o00,57=1,N.

Proof. We again use Theorem 1.1 for ¢ = 2 and (b1,b2) = (¢,v). Then the proof of
Theorem 3.2 is the same as proof of Theorem 1 of the paper Ivanov and Hladun [6]. O

Acknowledgments. The authors are grateful to the reviewer for a number of useful
comments that contributed to improving the presentation of the article.
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APPENDIX 1. MAJORANTS FOR INTEGRALS OF CUMULANTS PRODUCTS IN THE CASE
OF THE POLYNOMIALS P;(t)

Ne | Product of cumulants Majorants
L | ei6() |dig|a™||al[*T*
2. | c1a()e2() |d14|d2a’®||a|[PT*
e it
. ci1()es 11ds|a”"||a

7. | ein()es(e() |d11d3|daa?|al|*T*
8. | c10()es() |d1ode|a®l|al[>T*
9. | cro0()ea()e2() |d1ods|daa™|lal[*T*
10. | c10()es()es() |d1o|d3a?[|al|*T*
11. | c10()e2()e2()e2() |d1o|d3a'[]al|>T*
12. Cg()C7() |d9d7|a13||&||3T4
13. Cg()C5()CQ() ‘d9d5‘d2a12||&||4T4
14. Cg()C4()03() ‘d9d4d3|a12||&||4T4
15. | co()es()e2()e2() |dods|d3a'! ||a|]>T*
16. | cs()es() dga'?||al|>T*
].7 68()66()02() ‘dgdg‘d2a12||d||4T4
18. Cg()Cs()Cg() \dgd5d3|a12||d||4T4
19. | es()ea()ea() |dg|d3a™?||a|[*T*
20. | es()ea()ea()e2() |dgdy|d3a'! |a|]>T*
21. | es()es()es()e2() |dg|d3dzat! |a|]>T*
22. | cs()e2()ea()e2()e2() |dg|d3a™®||al|®T*
23. C7()C7(>C2() d$d2a12||€1||4T4
24. 07()06()03() \d7d6d3|a12||d||4T4
25 07()05()04() \d7d5d4|a12||&||4T4
26. | c7()es()ea()e2() |dds|d3a'! |a|]>T*
27. | ¢7()ea()es()ea() |d7d4d3\d2a11||d||5T4
28. | e7()es()es()es() |d7||ds|*a' ]al|>T*
29. | c7()es()ea()e2()ea() |drd3|d3a™||al®T*
30. | cs()ee()ea() dg|dsla*?||a]|*T*
31. | e6()es()ea()e2() dgd3a'|a|]PT*
32. | e6()es()es () |ds|dZa'?||a|[*T*
33 66()65()03()02() |d6d5d3\d2a11||d||5T4
34. | cs()ea()ea()e2() |dg|didzat||a|[>T*
35. | co()ea()es()es() |deds|d3a™ |a|]>T*
36. | c6()ea()ea()ea()e2() |dedy|d3a’||al|®T?
37. | e6()es()es()ea()e2() |dg|d3d3a™||al|®T*
38. | c6()e2()ea()e2()e2()e2() |dg|d3a”]|a]|"T*
39. | es()es()ea()e2() d3|ds|dyat||a]PT*
40. | e5()es()es()es() dzdza™||a|[>T*
41. | e5()es()ea()ea()e2() dzd3a™|la||°T*
42. | c5()ea()ea()es() |ds|d3|ds|a*!||a]|PT*
43. | e5()ea()es()ea()e2() |dsdads|d3a™®lal|®T*
44. | c5()es()es()es()e2() |dsd3|dza™||al|®T?
45. | es()es()ea()ez()ea()e2() |dsds|d3a||a||"T*
46. | ca()ea()ea()ea() dia'|la|]>T*
47. | ca()ea()ea()ea()e2() |dy[*d3a'0]|a]|°T*
48. | ca()ea()es()es()e2() d3d3dza'|lal|®T*
49. | ca()ea()ea()ea()e2()e2() didsa®||a||"T*
50. | ca()es()es()es()es() |dy|d3a™||a)|T*
51. | ca()es()es()ez()ea()e2() |dy|d3d3a”||a]|"T*
52. | ca()ea()ea()e2()ez()ea()ea() |da|dSa®|al|*T*
53. | e3()es()es()es()e2()e2() d3d3a®||a||"T*
54. | ez()es()ea()e2()ez()e2()ea() d3d3a®||a||*T*
55. | ca()e2()ca()ez()ea()ez()ea(e2() d3a’||a||*T*
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APPENDIX 2. THE FIRST 16 NUMBERS S,,

m | The Bell numbers B,,, | The numbers S,,
1. |1 0

2. |2 1

3. |5 1

4. |15 4

5. | 52 11

6. | 203 41

7. | 877 162

8. | 4140 715

9. | 21 147 3 425

10. | 115 975 17 722

11. | 678 570 98 263

12. | 4 213 597 580 317

13. | 27 644 437 3 633 280

14. | 190 899 322 24 011 157
15. | 1 382 958 545 166 888 165
16. | 10 480 142 147 1216 070 380
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